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GALI LEO SOLI D- STATE | MAG NG SUBSYSTEM CALI BRATI ON REPORT - PART 2

Section | - Introduction

This report docunents the results of |aboratory calibrations
and tests perforned between 1986 and 1989 on the Solid-State Im
ager (SS1) canera for the Galileo m ssion. It serves as a
supplement to Part 1 of this report (Reference 1) , which docu-
ments calibration results prior to 1986 and contains nmuch essen-
tial background information not repeated here.

SSI calibrations addressed here consist of subsystemlevel
t her mal / vacuum chanber cal i brations conducted in June 1988 and
January 1989 at canera tenperatures of -10°, +8°, and +18°C as
wel | as sonme roomtenperature tests of camera gain settings,
geonetric distortion, and focus perforned in May/June 1988 to
verify acceptable performance after certain hardware changes had
been made. Calibration results reported will refer to data taken
during the final pre-launch calibration in 1989 at the expected
flight tenperature of +8°C unless otherw se indicated. SSI - per-
formance characteristics not discussed in this volune should be
assuned to remai n unchanged fromthose described in Reference 1.
The SSI hardware changes affecting instrunent performance charac-
teristics nade after 1986 are: 1) nodifications to the voltage
clocking of the CCD transfer gate to elimnate a geonetric dis-
tortion problem and 2) wi dening of the signal chain post-anp
filter bandw dth and readjustnent of the “4:1" gain setting to
elimnate CCD saturation at less than the full-scale 255 DN | eve
in gain state 2.

Section Il - Calibration Equi pnent

Sone nodifications to the calibration equipnment were nade
since the 1985 cali bration, and sone of the equipnent was
recalibrated prior to the 1988 and 1989 cali brati ons. The Gamma
Scientific spectroradi oneter was recalibrated in May, 1988, as a
spectral radiance standard, and the Photo Research LS-65
| um nance standard was al so recalibrated at that tine. A secon-
dary absolute [ um nance standard, a Photo Research BSR-100 wth
a nom nal output of 100 ftL was obtained and used as an addi -
tional brightness cross-check during the 1989 calibration.

A. Light Cannons
1. Spectral curves

The tungsten and xenon |ight cannons were recali brated”
Conpared to the 1985 calibration, the calibrated spectrumof the
tungsten cannon showed a substantial increase in radiance at
wavel engt hs beyond 800 nmrelative to that in the visible. At
1000 nm the radiance relative to that in the visible increased
26% from 1985 to 1988 and another 18% from 1988 to 1989. This
increase is in contrast to a total decrease of 31% in the
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calibrated 1000-nm output relative to that in the visible between
1982 and 1985. The calibrated tungsten cannon output in the
violet at 400 nm has al so been highly variable over the years
show ng a decrease relative to the green output of 15% from 1985
to 1988 followed by an increase of 43% from 1988 to 1989
(conpared to a 25% decrease between 1982 and 1985). No satisfac’
tory explanation for this spectral variability has been
devel oped. It is recognized that the measurenent accuracy of the
Gamma spectroradioneter is poorer at the wavel ength extrenes
since its silicon detector is less sensitive there. However, the
measurenent errors were not expected to be as large as the anount
of variation seen in the calibrated spectrum from year to year.

When the response of the SSI to the tungsten cannon is ex-
am ned over the years from 1983 to 1989 for each of the SSI fil
ters wth respect to that for the green filter, and taking into
account the effects of adding light flood to the SSI and changing
to a thermal vacuum chanber wi ndow with different spectral trans-
m ssion (see Section I1.D. below) , the variation in response is
only about 9% (one sigma) in the violet, 6% in the >9680 A fil
ter, and less than 3% in the other filters. The significantly
| arger variations in the calibrated relative spectral output from
the tungsten light cannon |eads to suspicion that the |ight can-
non spectral calibration contains errors (either the light cannon
spectral output at the time of its calibration was not represen
tative of its actual output during the SSI calibration or the
spectral calibration of the Gamma spectroradi oneter contained
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Figure 2-1. Relative spectral radiance for tungsten |ight cannon

2




time variable errors) since the probability that the SSI spectra
response was varying in exactly the opposite sense as the |ight
cannon spectral output was varying so as to produce small varia-
tions in SSI response over the years is very unlikely. Ther e-
fore, in reducing the 1989 SSI calibration data, a nean tungsten
[ight cannon relative spectrumof all spectra neasured between
1982 and 1989 was assuned. Figure 2-1 shows, and Table 2-1
lists, the relative spectral radiance curve for the tungsten can-
ngn gp?#ed to a brightness level of about 65 ftL at the center of
t he diffuser.

Table 2-1. Tungsten Light Cannon Relative Spectral Radiance

\ (nm) value \ (rim value \(rim value )\ (rim value
350 0.53 540 17.75 730 54.79 920 79. 97
360 0.67 550 19.87 740 57.22 930 84. 43
370 0.82 560 21.55 750 58.49 940 88. 88
380 0.82 570 23.57 760 60.87 950 91.11
390 1.30 580 25.25 770 63.27 960 91.57
400 1.63 590 27.26 780 64.52 970 92.43
410 2.52 600 28.85 790 66.76 980 92.75
420 2.98 610 30.75 800 68.65 990 92. 48
430 3.68 620 32.86 810 71.54 1000 91. 86
440 4.42 630 34.54 820 73.12 1010 91.79
450 5.33 640 36.42 830 75.52 1020 93.44
460 6.22 650 38.46 840 77.28 1030 93.18
470 7.11 660 40.07 850 78.60 1040 94. 43
480 8.26 670 42 .35 860 79.46 1050 94.52
490 9.61 680 44.30 870 79.99 1060 96. 11
500 10.98 690 46.39 880 80.38 1070 96. 97
510 12.71 700 48.73 890 78.84 1080 97. 86
520 14.29 710 51.24 900 79.10 1090 95. 94
530 16.12 720 53.14 910 79.53 1100 100.00

Figure 2-2 shows, and Table 2-2 lists, the relative spectral
radi ance curve for the xenon cannon set to a brightness |evel of
about 300 ftL at the center of the diffuser. e of the xenon
bul bs had to be replaced just prior to beginning the 1989 SSI
cal i bration. These data reflect the configuration of the cannon
after the bulb replacenent.

2. Field fl atness

Figures 2-3 and 2-4 show the reneasured tungsten and xenon

| i ght cannon brightness falloff as a function of distance from
the center of the diffuser.

3. Brightness calibration

The relative brightness versus iris Veeder root counter set-
ting for the light cannons showed no apparent change from previ-
ous cal i brations. The absolute brightness scale was determ ned
periodically during the SSI calibration period using the Gamma
Model 2000 tel ephotoneter to conpare the outputs fromthe Iight
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Table 2-2. Xenon Light Cannon Relative Spectral Radiance
)\ (nm  val ue \ (nm) val ue \ (nm) val ue )\ (nm) val ue
300 0.11 510 11. 18 710 19. 21 910 63. 46
310 0.18 520 11. 47 720 18. 76 920 100.00
320 0.27 530 11. 86 730 20. 64 930 43. 06
330 0. 66 540 12.08 740 21.31 940 64.58
340 0. 48 550 12.57 750 20. 81 950 70. 64
350 1.29 560 12. 77 760 23.04 960 31.17
360 1.16 570 13. 16 770 23.34 970 43. 05
370 1.42 580 13.51 780 18. 83 980 71.88
380 1.36 590 13. 89 790 22.13 990 47. 34
390 2.15 600 13.79 800 23.32 1000 62. 43
400 2.95 610 14. 14 810 23.57 1010 37.28
410 5.67 620 15. 00 820 38.78 1020 35.97
420 6. 44 630 15. 07 830 92.55 1030 24. 97
430 7.55 640 14. 84 840 52.43 1040 23.49
440 8.59 650 15. 68 850 23.10 1050 27.64
450 9.98 660 15. 55 860 21.53 1060 28. 13
460 11. 33 670 16. 51 870 27.84 1070 23.58
470 13. 38 680 17.53 880 57.81 1080 24. 49
480 11. 99 690 19. 25 890 69. 07 1090 31.63
490 11.79 700 17. 34 900 71.62 1100 22.22
500 10. 60
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cannon and the LS-65 and BSR-100 | um nance standards. The LS-65
and BSR-100 brightness |levels were nmeasured to be stable and con-
sistent relative to each other to within better than +2% The
tungsten cannon Veeder root setting that vyielded the sane
t el ephotoneter reading as the LS-65 standard was determ ned for
LS-65 settings of 67, 12.5 and 1.0 ftL before and after the SSI
radionetric calibrations at each of the three canmera tenpera-
tures. The Veeder root settings varied only slightly and ran-
domy for different nmeasurenents corresponding to equival ent
brightness variations of 2.4%at 67 ftL, 3.0%at 12.5 ftL, and
6.3%at 1.0 ftL (1 sigm). The xenon cannon Veeder root setting
that yielded the sane tel ephotoneter reading as the LS-65 set to
300 ftL was also deternmined regularly throughout the SSI calibra-
tion period. Again, the Veeder root settings varied only
slightly yielding correspondi ng equival ent brightness variations
of 2.2% Based on these neasurenents, the SSI data were reduced
assum ng that the tungsten |ight cannon remained stable and
repeat abl e over the course of the calibration period, and that
the light cannon brightness varied only as the Veeder root set-
ting was changed.

B. Collimtors

Al of the thermal vacuum chamber SSI imaging calibrations
as well as some imaging tests at room tenperature were perfornmed
wth the GLL MM col | i mat or. Figure 2-5 shows, and Table 2-3

ists, the relative spectral radiance output by the collinator

100

90+
Pre-calib, -10 C
80+

70- Post-calib, +18C

60-
50-
40-
30-

Relative Spectral Radiance

20-

,,,,,

........

10-

I
0 LA R RN R R R N R RN R S A R N S A N RSN NN RS

300 400 500 600 700 800 900 1000
Wavelength

Figure 2-5. Relative spectral radiance for MM collinator
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Table 2-3. MM Col limator Relative Spectral Radiance,
Pre-calibration, -1CC

y\ (rim value \ (nm) val ue \ (rim value y(rim value
350 0.1 540 49.7 730 76. 8 920 27.5
360 0.1 550 55. 4 740 67.5 930 28.2
370 0.2 560 58.9 750 59. 8 940 32.0
380 0.3 570 63.0 760 50.5 950 32.8
390 1.4 580 70.0 770 42.9 960 36.6
400 2.3 590 72.3 780 38.7 970 40. 8
410 4.8 600 76. 8 790 33.2 980 42.3
420 10.6 610 81.5 800 28.8 990 47.9
430 11. 4 620 84.5 810 25.9 1000 47.6
440 13.5 630 88. 4 820 22.6 1010 51.5
450 17.7 640 91.3 830 21.2 1020 52.7
460 23.0 650 94.0 840 21.9 1030 55.2
470 27.1 660 96. 7 850 22. 4 1040 53.3
480 30.4 670 100.0 860 22.9 1050 57.5
490 32.9 680 97.8 870 23.2 1060 56. 7
500 35.5 690 98.0 880 26.1 1070 49. 6
510 38.0 700 96.0 890 26. 3 1080 46. 4
520 40.5 710 91.2 900 26. 6 1090 38.8
530 45,2 720 84.5 910 27. 4 1100 25.2

| anp/ optics conbination as nmeasured prior to the start of the
1989 SSI calibration. The 1989 calibration with the SSI at -10C
was done with the collimator in the configuration that was
cal i brated. However, at the start of the +8°C SSI i maging
calibrations, the collimtor bulb burned out and was repl aced.

The bul b burned out again and had to be replaced at the start of
the +18°C calibrations. Therefore, the collimator spectra

radi ance was never neasured with the bulb used for the +8°C SSI

cal i bration. Figure 2-5 also shows, and Table 2-4 lists, the WM
collimator relative spectral radiance as neasured after conple

tion of the 1989 SSI calibrations with the bulb used for the
+18°C cal i brati on. Some differences in spectral output are seen
for different |anp bul bs. For the +8°C calibration, the best we
could do is reconstruct a typical spectral radiance curve for the
WM col I'i mat or. By assuming that the SSI relative spectral

response remai ned the sanme over all three tenperatures, the SSI

response to the MVM collimator using different spectral filters
was used to constrain the shape of the reconstructed spectral

radi ance curve of the collimator at 8°C  This curve is shown in
Figure 2-6, and the values are listed in Table 2-5.

Both the SSI and the MM col |limator were focused against the
Fairchild collimator after it had been focused using an autocol -
l'imation technique. During thermal vacuum calibrations, the WM
collimator focus was rechecked at each tenperature by using the
SSI to image a focus target in the collimator with the collimator
focus set at varying distances. The collimtor focus position
that resulted in maximum contrast in the SSI inmages shifted by up
to 0.004 inch for the thermal vacuum chanber inmages relative to

7




Tabl e

2-4.

MM Col | i mat or

Post-calibration, +18°C

Rel ative Spectra

Radi ance,

y\ (nm  val ue \ (nm val ue %\ (nm)  val ue \ (nm val ue
350 0.1 540 42. 1 730 95.6 920 11.5
360 0.1 550 45.5 740 89.4 930 13.4
370 0.2 560 49.0 750 79.9 940 13. 8
380 0.3 570 54.6 760 71.0 950 14.1
390 1.0 580 60. 1 770 60.5 960 14.2
400 2.1 590 61.6 780 47.0 970 14. 4
410 4.1 600 66. 4 790 35.8 980 16. 8
420 6.1 610 69. 4 800 28.5 990 15.7
430 8.8 620 73.9 810 21.7 1000 16.7
440 11.2 630 76.7 820 18. 3 1010 18.0
450 13.2 640 80. 4 830 16.0 1020 19. 8
460 16. 4 650 83.5 840 15.0 1030 22. 6
470 19.1 660 86.0 850 13.8 1040 23.3
480 21.9 670 96. 6 860 14.0 1050 27.5
490 25. 4 680 99.0 870 12.6 1060 26. 7
500 27.0 690 97.9 880 12.7 1070 27. 8
510 28.0 700 100.0 890 11.1 1080 26.0
520 33.5 710 99.8 900 11.2 1090 21.7
530 38.8 720 98.7 910 11.5 1100 13.9

00
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Figure 2-6. Relative spectral radiance for MWM collimator at 8°C
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Table 2-5. WM Collinmator Relative Spectral Radi‘ance,
Esti mated Reconstruction, +8°C

\ (nm val ue % (nm) val ue \ (nm  value \ (nm) val ue

350 0.1 540 39.9 730 100. 0 920 16. 1
360 0.1 550 43.6 740 98. 2 930 16. 1
370 0.2 560 46. 6 750 92.8 940 16.5
380 0.3 570 50. 8 760 85.8 950 15.8
390 1.5 580 56. 2 770 77.2 960 15.9
400 2.6 590 58.0 780 68.1 970 15.9
410 5.1 600 62. 2 790 57.7 980 15.9
420 7.6 610 66.1 800 49.9 990 15.9
430 10.1 620 69. 3 810 42.3 1000 15.5
440 11.8 630 72.6 820 36.9 1010 15.8
450 14.2 640 75.9 830 33.1 1020 16.5
460 17.8 650 79.5 840 31.2 1030 17.6
470 20.5 660 83.0 850 28.6 1040 18.0
480 23.1 670 91.4 860 26.9 1050 19.0
490 25.5 680 92.7 870 23.5 1060 18.0
500 27.3 690 94.9 880 22.6 1070 17.0
510 28.6 700 98.5 890 19.3 1080 15.4
520 32.2 710 99.5 900 17.7 1090 12.8
530 36.5 720 100. 0 910 16.9 1100 8.0

the best collimator focus position determned at room tenperature
against the Fairchild collimator. The best focus position also
changed slightly for different camera tenperatures in the thermal

vacuum chanber. These shifts are attributed to the optical ef-

fects of the thermal vacuum chanmber w ndow. Therefore, inmaging
tests in the thermal vacuum chanber were conducted with the MM
collimator refocused at each tenperature to yield maxi num SSI

I mage contrast, and the SSI was assuned to remain in focus over
the range of canera tenperatures tested.

c. Targets

In addition to the targets used in the pre-1986 calibra-
tions, two new types of test targets were incorporated into the
SSI imaging tests for the latest calibrations. A knife-edge tar-
get was constructed and used to test for scattered light within
the SSI field of view and/or charge spreading within the CCD as a
function of wavelength. This M/Mcollimtor target consisted of
a bl ackened razor bl ade covering half of the SSI field of view
with the other half left clear.

To provide an inproved nmeasure of the SSI spectral response
characteristics, a set of inmges were taken through each SSI fil-
ter of the WM collimator with the collimtor output being fil-
tered in turn by one of a set of spectral filters placed in the
col limator target holder. The target filters’ spectral bands
conbined to span the SSI spectral response range. The target
hol der was noved out of the collimator focal plane for these

9




tests in order to blur out the effects of pinholes in the target
filters. Figure 2-7 shows the spectral transm ssion of each of
t he

he target filters used.
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Figur?_%-Y. Spectral transm ssion of collinmator target spectral
ilters

D. Calibration Environnment

The window in the thermal vaccum chanber used for SSI
cal i bration was broken between the 1985 and 1988 cali brations.
Therefore,the calibrations reported in this volune were con-
ducted with a new wi ndow having different optical coatings in
pl ace. The absol ute spectral transm ssion of the new chanber
w ndow i s docunented in Figure 2-8 and Table 2-6.

Section Il - Radionetric Calibrations
A, Reciprocity and Hysteresis

Data from SSI reciprocity tests acquired at all three

calibration tenperatures were analyzed to determne the SSI shut-
ter offset. Figures 3-1 through 3-3 plot the conputed shutter
offset, to , versus image |line nunber for each canera tenperature

tested. The scatter in the values of tos at a given |ine nunber
is an indication of the accuracy of the tos determ nation, which

10
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Table 2-6. Thermal Vacuum Chanber W ndow Spectral Transnmni ssion

\ (nm % N (1 % \ (N 3 ) (nm %

350 . 8 54% " .3 73% " 97.6 920 96. 8
360 94.5 550 98.1 740 97.3 930 96. 6
370 95.3 560 98.0 750 97.0 940 96.0
380 96.2 570 97.9 760 97.6 950 95.8
390 95.6 580 97.7 770 97.3 960 97.1
400 95.8 590 97.6 780 96. 4 970 96.1
410 96.0 600 97.6 790 97.3 980 96.4
420 96. 7 610 97.5 800 96.9 990 96.4
430 96.7 620 97.5 810 96.9 1000 96.7
440 96. 7 630 97.5 820 97.0 1010 96.7
450 96.9 640 97. 4 830 97.5 1020 97. 4
460 97.3 650 97.1 840 97. 4 1030 96. 8
470 96. 6 660 97.2 850 97. 4 1040 97.5
480 96. 8 670 97.1 860 96. 8 1050 97.3
490 96.9 680 97.6 870 96.5 1060 97.3
500 97.2 690 96.9 880 96.5 1070 97.0
510 97.1 700 97.3 890 97.0 1080 97.0
520 97.2 710 97.6 900 96.7 1090 97.1
530 96.1 720 97.5 910 96. 8 1100 97.5
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is estimated to be better than + 0.01 nsec. Figure 3-4 plots the
quantity (DN-DC)/L(tc-tos), which for a fully reciprocal system ~
shoul d be a constant for any values of L and tos and the uncor-

rected quantity (DN-DC)/Ltc versus tc for the 8°C case where

DC = DN of a zero-exposure frane

L = light source brightness (ftL)
t . = commanded exposure tine (nsec)
tos = Shutter offset (nsec)

Note that the shutter offset correction results in alnost perfect
reciprocity (to within *1% which is as good as the relative
l'i ght cannon brightness is known).

No neasurable hysteresis was observed in the SSI response

B. Flat-field Light Transfer
1. Method

The method of light transfer calibration used was the sanme
as that used in the 1985 calibration (see Reference 1) with the
foll ow ng changes. The nunber of different |ight cannon settings
used to acquire all the different light transfer sets was reduced
to 3 to mnimze the nunber of variables involved in solving for
the best-fit SSI radionmetric response nodel. Dark franmes were
inserted between successive high-signal-level franes taken in the
summati on node to elimnate any charge spillover from one frame
to another in the lowfull-well colums. Li ght transfer sets
were added in the summation node in all gain states with the CCD
clock voltages set to the inverted level to better assess an¥
vertical striations in the sunmmati on node. Finally, a series o
two-point (zero exposure and near-full-scale signal) light trans-
fer sets were added in order to 1) serve as a check on the ab-
solute repeatability of the Iight cannon settings and the SS1
response and 2) acquire summati on-node data in the higher gain
states for each filter position for use in calibration file con-
struction (10-point transfer data were acquired for high-gain
sumation nodes only through the green filter)

Figures 3-5 through 3-8 show exanpl es of contrast-enhanced
flat-field images acquired as part of the light transfer data
sets. The location and nunber of the dust-speck “donuts” remains
unchanged from 1985 except for the renoval of two specks fromthe
i nside surface of the quartz radiation plug (which was cl eaned
during the course of the SSI hardware rework).The nbst sig-
nificant difference fromthe 1985 results is the elimnation of
the summmation-node vertical striations in the first 100 col ums
(see quure 3-8). The change in the CCD transfer gate cl ocking
aﬁparent y also corrected whatever was causing these striations,

I ch had been thought to occur at the transfer gate.
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Figure 3-5. Contrast-enhanced
flat-field image acquired
using the violet filter,

8 2/3-see frane rate and
gain state 2.

Figure 3-6. Contrast-enhanced
flat-field imge acquired
using the 7560 A filter,

8 2/3-see frane rate and
and gain state 3.

Figure 3-7. Contrast-enhanced
flat-field inage acquired
using the >9680 A filter,
8 2/3-see frane rate and
gain state 3.
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Figure 3-8. Contrast-enhanced
flat-field imge acquired
using the green filter,
sumation node, 2 |/3-see

frame rate,

gain state 1




2. @in factors

The high-gain state conversion factor from signal electrons
to DN (called the system gain constant) as determ ned by the
photon transfer curve technique is 35.9 e/DN for the +8°C 1989
calibration. The uncertainty in the calculation of this value is
quite large, £10% Table 3-1 shows the history of the determ na-
tions of this factor for the SSI high-gain state. The 1983
determnation is thought to be nore uncertain than the others
since the SSI uneven bit weighting was significantly worse for
that calibration, the increased noise of which can cause the
photon transfer technique to yield an incorrect answer (a |ower
value of e\DN than actually exists). The SSI gain was reduced
about 5% between 1983 and 1984, which should have caused a cor-
respondi ng increase in the system gai n constant ﬁi.e., nor e
el ectrons are required to produce a given DN level). The SSI
gain was increased by about 10% between 1985 and 1988. Thus the
+8°C system gai n constant was expected to be about 38.7 e/DN in
1988 and 1989 (0.9 x 43.0, the average value from 1984 and 1985).
While the values actually neasured in 1988 and 1989 differed sub-
stantially, they average to the expected 38.7 e/DN and both are
within the quoted 10% error fromthis nmean. Therefore, we assune
that the correct SSI system gain constant at +8°C for the 1988/89
calibrations was 38.7 e/ DN Using this assunption, Table 3-1
also lists the expected system gain constants at the other
calibration tenperatures based on the SSI sensitivity ratios at
these tenperatures as determined from a best-fit to all the
radi ometric calibration data. The trend of increasing system
gain constant with increasing canera tenperature is confirned al-
t hough the slope determ ned using the photon transfer technique
Is somewhat steeper than that from the overall radionetric
calibration fit. The best-fit to the entire radiometric calibra-
%gon d?ta set actually yields a system gain constant at +8°C of

.1 e/DN.

Table 3-1. System Gain Constant (e/DN) History
SSI Tenpgrature

Year -10°c +8 +18°C
1983 36.7 33.8 33.0
1984 42.0
43. 2
1985 43. 8
1988 36.5 41.5 44,2
1989 35.0 35.9 42. 7
"89 best-fit
tenp dependence 36.9 38. 7* 40.5

*assunmed val ue

The gain state ratios were neasured in several different

ways. ~ The nost strai ghtforward neasurenent involves sinply
rati oing the nean DN-DNfor the same pixel area of two frames

for which only the gain state has been changed. From 2 to 9
pairs of frames were available for the various gain ratios at
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each tenperature. No differences in gain ratio with tenperature
were apparent within the measurenent accuracy (typically better
than 2% standard deviation, 5% worst case). The 2x2 pixel suma-
tion nmode train factor was determined using only violet and green
filter data to avoid any residual bulk imge effects. Combi ni ng
the data for all tenperatures yielded the gain ratios listed in
Colum A of Table 3-2-.

Tabl e 3-2. Gain State Ratio Factors

gain state A B C
1 46.646+. 301 47.187+. 294 47.142+. 957
9. 720+. 048 9. 794+, 055 9. 809+. 160
4.799+. 020 4.818+. 013 4. 806+. 058
4 1.0 1.0 1.0
2 X 2 sum 0.2027+. 0016 0.2021+. 0016 0.1988+. 0011
gain state D E F
1 47.223+. 361 47.233+. 127 47.135+.103
2 9. 779+. 064 9. 775+. 019 9.771+. 016
3 4.829+. 019 4.832+. 009 4.824+. 007
4 1.0 1.0 1.0
2 X 2 sum 0. 1984+. 0008 0. 1999+. 0007 0.1997+. 0004

The additional sunmation node gain factor, due to slightly
different sanple timng in this node, is about 1.25, reduced
fromthe value of about 1.32 in 1985 because of the change in the
signal chain post-anp filter bandw dth

A second approach to determning the gain ratios involved
performng |east-squares linear fits to the mean DN | evel versus
exposure tinme for a 50X50 pixel area for light transfer sets ac-

quired at the same canera tenperature, |ight cannon setting, and
filter position but using different gain states and then ratioing
the resulting slopes of the light transfer functions. Sunmation-

node cases in filters other than violet were excluded because
they include distortions due to the effects of residual bulk
I mage. Conbining the resulting ratios for all tenperatures
yields the values listed in Colum B of Table 3-2.

A third approach involved ratioing the slopes of best-fit
linear light transfer function slopes determned fromfits of
mean DN versus exposure (ftL-nmsec) for 256 20x20 pixel areas for
light transfer data sets acquired at the sane tenperature and
filter position but using ditferent gain states. This was done
only for +8°C data. The major error source in this approach is
the accuracy of the light cannon brightness calibration since
different |ight cannon settings are often used for the different
gain states. The resulting ratios are given in Colum C of Table
3-2. They are consistent with the values determned by the other
met hods al though the uncertainties are greater.

A fourth approach involved ratioing the mean values of the
best-fit linear light transfer function slopes determ ned on a
pi xel - by-pi xel basis (see subsection Il11.B.6. below) for data
sets wifth the same filter and a tenperature of +8°C. ~ Again, the
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use of different |ight cannon settings for the different gain
states tends to increase the scatter in the conputed ratios,
which are listed in Colum D of Table 3-2.

Finally, a |east-squares adjustnment to all canmera and |ight
cannon radionetric paraneters to best match the entire
radiometric calibration data set resulted in the gain ratios of
Colum E in Table 3-2.

The wei ghted neans of the gain ratio values determ ned in
these various ways are listed in Colum F of Table 3-2 and repre-
sent the best determnation of the SSI gain switch ratios. The
uncertainties in the ratios are only about 0.2%

3. Filter factors

The SSI filter factors for the tungsten |Iight cannon as
viewed through the thermal vacuum chanber w ndow were determ ned
In several different ways. The nost straightforward neasurenent
i nvolves sinply ratioing the mean DN-DN,for the sane pixel area
of two frames for which only the filter and gain state have been
varied (allow ng the ?ain to vary is necessarr in order to be
able to relate each filter back to the clear filter using chains
of response ratios) . The resulting filter factors have uncer-
tainties of about 2% Contrary to the results of 1985, no
detectable variation in the filter factors with canera tenpera-
ture was observed. Colum A of Table 3-3 lists the filter fac-
tors determned using the above nethod.

Tabl e 3-3. Thermal Vacuum Calibration Filter Factors

Filter Posi ti on A B C D

T ear 0 1.0 1.0 1.0 1.0

G een 1 12. 22 12. 39 12. 39 12. 34 .05
Red 2 5.414 5.381 5.370 5.387+. 032
Vi ol et 3 339.5 342.0 341. 8 338.6 3.9
7560 A 4 21. 82 21. 46 21. 63 21.52 +.13
>9680 A 5 59. 99 58. 84 59. 57 58.87 *.93
7270 A 6 43. 49 43.00 43.16 43.02 +.25
8890 A 7 73.69 72.27 72.99 72.15 .86

A second approach to determning calibration-source filter
factors was to ratio the best-fit DN exposure slopes for 256
20x20 pixel areas for light transfer data sets acquired through
different filters. This was done for data acquired in gain state
2 (-380 e/DN). The resulting filter factors are given in Colum
B of Table 3-3. The estinmated uncertainties are 2% These
val ues agree with those in Colum A to within 2%

A third approach involved ratioing the neans of the best-fit
light transfer function slopes determned on a pixel-by-pixe
basis for data sets acquired at an SSI tenperature of +8°C at the
sane |ight cannon setting using the previously derived gain state
ratios to adjust for any gain differences. The results are listed
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in Colum C of Table 3-3. The standard deviations in the com
puted filter factor values were typically about 0.4%

Finally, a least squares adjustment to all SSI and I|ight
cannon radionetric parameters to best match the entire calibra-
tion data set resulted in the filter factors given in Colum D of
Table 3-3 along with their uncertainties.

Table 3-4 lists the SSI filter factors and effective

wavel engths conmputed fromthe best-fit SSI spectral response
nmodel for various other source spectra of interest.

4, Linearity

Fits of linear response functions to the average SSI DN
| evel over a 50X50 pixel area versus exposure time were perfornmed
for each light transfer data set acquired. The best-fit shutter
of fset correction was made. For full-resolution node data, the
typical rns error in the fits was about 0.12 DN, with a typical
maxi mum error of about 0.21 DN. The largest rns error was 0.23
DN, and the largest error was 0.49 DN. For the summation node,
the typical rms error in the fits was about 0.21 DN, with a typi-
cal maximum error of 0.46 DN. The largest sunmation-node rms er-
ror was 0.65 DN, and the largest error was 1.10 DN. These errors
are simlar to those found for the 1985 calibration data
Figures 3-9 through 3-20 show exanples of typical residuals (in
both DN and percent) of nean response versus relative exposure
for various gain states, filters, and sunmation node. These
residuals are fromlinear fits to the average response over 256
20x20 pixel areas distributed over the CCD array and are
%eneraILy somewhat | arger than those fromthe fits to the single

0x50 pixel area discussed above. The residuals are randomy
distributed with exposure level and are typically less than 1%
except for the offset level (zero exposure)

5. Sensitivity

SSI absolute sensitivity was determ ned using the |ight
transfer data to conpute the response in DN exposure tine for the
l'ight cannon, which represents a known, calibrated source. Using
the |light cannon and thermal vacuum chanber w ndow calibration
data presented in Sections Il.A and Il.D. above, the absolute
brightness level in the annulus seen by the SSI through the cham
ber wi ndow can be determned in units of ftL. Thus, we can
specify the SSI response in units of DN ftL-nmsec to the known
calibration source spectral radiance. The results for the clear
gi:rer in gain state 2 averaged over 256 20x20 pixel areas are as

ol | ows:

Temperature (°C) -10 +8 +18
Sensitivity (DN ftL-nsec) 0. 1407 0.1349 0.1291

The average sensitivity values for other filters or gain states
can be derived using the filter factors and gain state ratios
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given in previous sections. Figure 3-21 plots the sensitivity
versus canera tenperature. The sensitivity values in each filter
have been normalized to that of clear at +8°C, the clear filter
points are connected by a line.

0.146
0,144
0,142 M

0.14
0,138
0.136
0.134

DN/FtL-msec

0.132
0,13
0,128 l T ‘ 1 T T

5 -lo -5 0 5 10 15
Temperature (deg C)

XX

LS

Figure 3-21. SSI sensitivity vs. tenperature

Attenpts to deternmine how stable the SSI absolute sen-

sitivity has been with tinme present sonme difficulties since at
first glance the sensitivity seems to have varied fromyear to
year, contrary to our expectations for an instrunent with a

solid-state detector. One conplicating factor is the changes in
the spectrum of the calibration source that have occurred. Sec-
tion Il1.A 1 discusses possible variations in the tungsten,|ight

cannon out put spectrum |In addition, the spectral transm ssion
of the thermal vacuum chanber w ndow changed when the w ndow was
replaced prior to the 1988 calibration. These difficulties can
be largely overcone if we only conpare the green filter sen-
sitivities (since the calibration source brightness is given in
units of ftL, which neasures the brightness over a spectral
bandpass simlar to that of the SSI green filter). A conparison
over tine of the SSI sensitivity in other filter positions rela-
tive to green was discussed earlier in Section Il1.A 1

Table 3-5 gives the calculated SSI absolute sensitivity at
+8°C in the ?reen filter in gain state 2 as a function of tine in
units of DN/ TtL-sec of calibration source exposure.
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Table 3-5. Calculated SSI Geen Absolute Sensitivity (8°C

Year DMftl-sec
1983 11. 05
1984 10. 61
1985 11. 40
1988 10. 21
1989 10. 99

When the expected changes in sensitivity due to SSI gain changes
are accounted for (5% decrease between 1983 and 1984; 10% In-
crease between 1985 and 1988), variations of up to 15% are ob-
served in the calibrated SSI response to the tungsten cannon seen
thrgugh Jhe t hermal vacuum chamber w ndow over the 5 calibrations
conduct ed.

It is not possible to confidentlg'deternine I f these varia-
tions are due to real changes in the SSI response or to errors in
the absolute calibration of the light cannon (i.e., errors in the
| um nance val ue of the standard reference |anp against which the
l'ight cannon was calibrated). Prior to 1989, when use of two
separate |um nance reference standards was begun, the only other
reference that might allow discrimnation between SSI changes
and reference lanp calibration errors was the tungsten cannon It-
self. Interestingly, a rather strong correlation is observed be-
tween the changes™ in the SSI calibrated green response and
changes in the 1nplied Iight cannon output at a given iris set-
ting as determned from conparisons to the calibrated |um nance
standard out put. Figure 3-22 plots for each of the 5 calibra-
tions the ratio of the calibrated SSI green response to the ex-
pected response for a stable SSI versus the relative brightness
of the light cannon at a Veeder root setting of 230 as inplied by
the |ight cannon calibration. The year of the calibration and
the SSI tenperature are indicated for each data point, and a line
is plotted showing the ratio that would have resulted if the
l'ight cannon had actually been perfectly stable with a constant
output for the fixed Veeder root setting rather than changing as
was inmplied by its calibrations against the reference |um nance
standard. This plot strongly inplies that it is the reference
| um nance standard that has varied and gone out of calibration
over the years. Interestingly, the reference standard was
calibrated by the vendor shortly before the 1983 and the 1988
calibrations, and for calibrations performed closest to these
tines, the relative light cannon output inplied lies wthin about

6% of its nmean value of 1.0. The inplied |ight cannon output
changes al so show a systematic drift downward with tinme beginning
wi th each reference standard recalibration. If the SSI were

changing sensitivity over the years, as would be inplied if the
|'ight cannon calibrations had al ways been accurate, there would
be no expected correlation between the quantities plotted in
Figure 3-22. Finally, if the reference standard calibrations had
al ways been accurate, random changes in the |ight cannon outPut
are inplied. Although changes in the Iight cannon bul b and/ or
iris mechanismare certainly possible (and in fact mght be nore
to be expected than calibration drifts in the |um nance
standard) , the bulbs were not replaced between the 1983 and 1989
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Figure 3-22. Calibrated SSI sensitivity trends vs. calibrated
l'i ght cannon variations

calibrations, and any changes in a given bulb nmight be expected
to be nonotonic with tinme rather than variable as is inplied by

the |ight cannon calibrations. Iris nmechani sm changes are unpre-
dictable and could explain the changes in the |ight cannon
calibration. But the strong correlation with changes in the

calibrated SSI sensitivity (changes which were not expected)
?oints to poor stability in the calibration reference standard.

f this were true, then the SSI calibration results give no in-
dication of any drifts in SSI absolute green sensitivity wth
tinme at greater than about the 4% | evel.

The average sensitivity across the entire CCD array derived
from pixel -by-pixel fits to the 1989 |light transfer data sets at
+8°C are given in Table 3-6 for each filter.

Table 3-6. Average SSI Sensitivity from GALGEN (gain state 2)

Sensitivity
Filter (DN ftL-nsec)
d ear 1.348x10°
G een 1.085x10°
Red 2.502x10°
Vi ol et 3.924x10*
7560 A 6. 224x10°
>9680 A 2.266x10°
7270 A 3.126x10°
8890 A 1.849x10°
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Best-fit adjustments of all SSI and calibration source paraneters
to match the entire +8°C radionetric calibration data set result
in sensitivities as given in Table 3-7. The uncertainties |isted
are a nmeasure of the precision of the sensitivity npeasurenents
i.e., the internal consistenc% of the entire +8°C calibration
ata set). The absol ute calibration accuracy is not as good
since the systematic error in knowl edge of the |um nance
reference standard used is about *4%

Table 3-7. Average SSI Sensitivity from Best Fit to Entire
Radi onetric Calibration Data Set (gain state 2)

Sensitivity Per cent
Filter |DN\ftl-nsec) Uncertainty
d ear (1.341+00047) x| o- | 0.35
G een 1. 086+. 0056) x10 * 0.52
Red 2.492+.011)x10° 0.43
Vi ol et 3.960+. 019)x10 ** 0.47
7560 A 6.188+. 023) x10 ° 0.37
>9680 A 2.251+.012)x10°° 0.51
7270 A 3.107+. O14) X10° 0. 46
8890 A 1.844+. 0082)x10° 0.45

The conversion factors fromunits of calibration source ftL to
units of surface reflectivity or to units of source radiance are
given in Table 3-8 for each filter in gain state 2 at an SSI tem
perature of +8°C. These conversion factors were cal culated using
spectral curves for the various SSI conponents that had been ad-
justed slightly from their conponent-I|level neasured val ues such
that the resulting SSI spectral response nodel best fit the en-
tire radionmetric calibration data set (see Section III.C bel ow).
Al pre-launch radionetric calibration data were taken with the
SSI protective optics cover off. However, early flight data may
be taken with the cover still in place. Table 3-9 presents the
radi onetric conversion factors when the cover is on.

Table 3-8. SSI Sensitivity in Radionmetric Units (gain state 2)

Filter DN/ nsec/reflectivity unit* DN/ nsec/watt/cm’/ st/ nm
d ear 32.16 1.749 x 10°
G een 5. 092 2.337 X 10°
Red 5. 375 2.948 X 10°
Vi ol et 1.263 7.068 X 10°
7560 A 0.7373 5.013 x 10°
>9680 A 0.1124 1.233 X 10°
7270 A 0.4311 2.769 X 10°
8890 A 0.1233 1.082 X 10°
*for solar illumnation at a range of 5.2 AU
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Tabl e 3-9. SSI Sensitivity in Radionetric Units with Qptics
Cover On (gain state 2)

Filter DN nsec/reflectivity unit* DN/ nsec/wat t/cm’/ sr/ nm
O ear 12. 46 6.839 X 10°
G een 2.063 9.467 X 10°
Red 2.336 1.286 «x10°
Vi ol et 0.2002 1.094 x 10°
7560 A 0. 3259 2.216 X 10°
>9680 A 0. 03466 3.782 x10°
7270 A 0.1913 1.229 x1 0°
8890 A 0. 04817 4.229 X 10°
*for solar illumnation at a range of 5.2 A U

The light transfer data set for the violet filter in the suma-
tion mode in gain state 1 was acquired using the xenon light can-
non since the tungsten cannon could not be set to a high enough
brightness level f-or available exposure times to be used. There-
fore, the conversion factors to radionetric units had to be

recal culated for this case. The factors derived (with the optics
cover off) are:

(a) 9.557 x 10-* reflectivity units
calibration source ftL
(b) 1.708 x10° wat t s/ cni/ s r/ nm

cal i bration source ftL

6. Pixel-by-Pixel Radiometric Calibration

For each light transfer data set acquired at the expected
nom nal SSI flight tenmperature (+8°C) |, linear fits to the
response functions of each pixel were determned using the Milti-
m ssion | mage Processing Laboratory (MPL) program GALGEN. The
GALGEN output files were next examned by the program BLEMGEN to
determ ne those pixels that are considered to be blem shes that
are inpossible to calibrate. The maxi mum al | owabl e DN error or
rms error in the linear fit for a pixel before it is classified
as a blemsh are listed bel ow

MAXERR MAXRMB

10K gain 3 DN 1 DN
40K gain 2 1
100K gain 2 1
400K gain 1 1

The only exception to these values is for the 10K gain
summat i on-node case with the CCD clock voltages set to the in-
verted settings. In this case, the MAXERR threshold was 5 DN,
and the MAXRVS threshold was 3 DN
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Table 3-10 gives the nean val ues of the GALCEN- produced
sl opes and offsets excluding any pixels defined as bl em shes.
The standard deviations |listed represent the variation across the
entire array of non-blem shed pixels, not the uncertainty in the
coqﬁuted sl ope or offset for any given pixel, which is mnmuch
smal | er.

Figures 3-23 through 3-38 present photographs of the slope
terms across the array for several conbinations of filter, gain
and use of the summation node. The i mages have been contrast -
enhanced; the range of slopes between black and white are |isted

Table 3-10. Mean Values and Standard Deviations of
GALCGEN- produced Sl opes and O fsets.

_ Sl ope O fset
Filter Gin (ftL-nsec/DN) Std deviation ( DN) St dev
d ear 1 (sum 7.357 0.274 (3.7 %N 2.924 0.131
2 7.417 0. 150 2.0 9 2.761 0. 143
3 3.674 0. 068 1.9 9 3.352 0.225
4 0.763 0.015 (2.0 % 8.620 0. 698
G een 1 (sum 89. 03 3.63 (4.1 % 2. 607 0.131
2 92.18 1.84 22.0‘? 2.771 0.132
2 (sum 18. 36 0.91 5.0 9 3. 806 0. 352
3 45. 67 0.83 1.8 ¢ 3.393 0.218
3 (sum 9.009 0.484 5.4 9 5.876 0.725
4 9. 390 0.210 2.2 9 8.619 0.707
4 Esug% 1.863 0.105 5.6 ¢ 18. 631 3. 253
Red 1 (su 39.03 0. 56 1.4 9 2. 669 0. 153
2 39. 97 0. 87 2.2 9 2.770 0. 145
3 19. 77 0. 37 (1.9 % 3.328 0. 235
4 4,073 0. 095 52.3‘? 8.632 0.719
Vi ol et 1 (sum 933.9 47.5 519 4.996# 0.336
2 2548. 68. 2 (2.7 % 3.016 0.225
3 1257, 33.6 (2.7 % 3.591 0. 346
4 259. 2 7.79 3.0 ¢ 8.614 0.721
7560 A 1 (sum 160. 2 6. 49 4.1 9 2.881 0.160
2 160. 7 3.58 2.2 9 2.714 0. 150
3 79.58 1.52 1.9 9 3.314 0.224
4 16. 46 0. 37 2.3 9 8. 605 0.716
>9680 A 1 (sum 449. 4 16. 3 3.6 9 2.832 0. 142
2 441. 3 9.77 2.2 9 2. 804 0. 147
3 218. 4 4. 60 2.1 9 3. 389 0.228
4 45. 60 1.09 2.4 9 8.679 0.737
7270 A1 (sum 320. 4 12.9 4.0 9 2. 658 0.130
2 319.9 7.52 2.4 9 2.710 0. 147
3 158. 5 3.43 2.2 9 3. 350 0.238
4 32.97 0.79 2.4 9 8.615 0.728
8890 A 1 (sum 548.1 20. 7 3.8 9 2. 755 0.134
2 541.0 13.7 2.5 9 2.696 0. 147
3 268.2 6. 42 2.4°9 3.391 0. 246
4 55.72 1.35 2.4 9 8. 636 0. 683
(*) xenon |ight cannon (#) CCD cl ocks inverted

29




Figure 3-23. Slope term Figure 3-24. Slope term
i mge for violet filter, i mge for 7270 A filter
gain state 4. Slope gain state 4. Slope
range = 249.3 - 280.4 range = 32.08 - 34.52

Figure 3-25. Slope term I gure . ope term
image for violet filter, image for 7270 A filter

gain state 3. Slope gain state 3. Slope
range = 1209 - 1358 range = 154.5 - 166.0




Figure 3-27. Slope term
image for violet filter,
gain state 2. Sl ope
range = 2454 - 2755

Figure 3-28. Slope term
image for green filter,
gain state 2. Sl ope
range = 90.40 - 95.69

Figure 3-29. Slope term
image for red filter,
gain state 2. Sl ope
range = 39.17 - 41.85
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Figure 3-30. Slope term
image for clear filter,
gain state 2. Sl ope
range = 7.304 - 7.659




Figure 3-31. Slope term Figure 3-32. Slope term

i mge for 7270 A filter, image for 7560 A filter
gain state 2. Sl ope gain state 2. Slope
range = 312.1 - 335.3 range = 156.7 - 167.1

Figure 3-33. Slope term Figure 3-34. Slope term

i mage for 8890 A filter, i mge for >9680 A filter
gain state 2. Sl ope gain state 2. Sl ope
range = 529.3 - 570.9 range = 430.8 - 460.2
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Figure 3-35. Slope term imge Figure 3-36. Slope term image
Geen filter, summation Geen filter, summation
nmode, gain state 4. Slope mode, gain state 3. Slope

range = 1.817 - 1.930 range = 8.829 - 9.341

. _ Igure 3. obe erm 1 mage
Geen filter, summation Geen filter, summation
nmode, gain state 1. Slope

nmode, gain state 2. Sl ope
range = 17.98 - 18.98 range = 87.27 - 92.25

rgure ope term | mage




bel ow each picture. Figures 3-39 through 3-46 show contrast -
enhanced pictures of the conputed offset terns for various gain
states, frame times and use of the sunmation node. These frames
gﬁn be conpared to actual zero-exposure images in Section Ill.D
el ow.

Figures 3-47 through 3-70 show several exanples of flat
field images before and after calibration by the program GALSCS
using the GALGEN- produced calibration files. Vari ous exposure
| evel s, gain states, filters and use of the sunmation node are
i ncl uded. Note that the calibration totally corrects for the
dust speck "donuts", the corner vignetting and the step-and-
repeat pattern, leaving an extrenely flat field. The remai ni ng
random noi se level is discussed in Section Ill.E bel ow The
range of DN values in the resulting images is |isted bel ow each
picture.

Calibrated flat-field images with Iow signal levels in the
hi ghest gain state (see Figures 3-54 and 3-68) show sel ected
colums that are less well-calibrated than the average (colums
around 170, 198 and 610, for exanple). These apparent non-
linearities do not appear for signal |evels above 2500e-. Since,
except for colum ‘170, these colums are not classified as
bl em shes, the maxi num departures from |inear response nust be
less than 3 DN and in nost cases are only about 1 DN

The GALGEN slope files for light transfer data sets acquired
in different gain states through the sane filter at the sane
light cannon setting were ratioed to determine gain ratios. The
results are displayed in Figures 3-71 through 3-74 and tabul ated
in Table 3-11. The standard deviations are derived over the ar-
ray of pixels. The variations are primarily due to random errors
in the slope determnations resulting fromthe noise inherent in
the original calibration inages. These slope errors range from
about 0.5% to 1% as the gain increases in the full-resolution
nmode and from about 0.5% to about 2% as the gain increases in the
summat i on node.

Table 3-11. Spatial Variations in Gin Ratios
Standard Devi ation

Gain Ratio Filter Mean Across Array (%
4:1 8890 A 4,812 0.52
10: 1 8890 A 9.707 0.50
10:1 sunmati on green 9. 886 0.41
gain 4/gain 1 sum green 9.820 0. 37

The slope files for gain state 2 were also ratioed for each
filter to that of the green filter. The results are displayed in
Figures 3-75 through 3-81. The variability across the array is
given in Table 3-12 along with the average filter factors with
respect to green. The variations are due primarily to variations
in the CCD quantum efficiency as a function of wavelength at dif-
ferent locations across the array.
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Figure 3-39. Ofset term image Figure 3-40. O fset term inage
gain state 4. gain state 3.
DN range = 6.88 - 9.91 DN range = 2.80 - 3.84

— Figure 3-41. Ofset term inmage Figure 3-42. Ofset term inmage
gain state 2. gain state 2, inverted.
DN range = 2.48 - 3.10 DN range = 3.78 - 4.95
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Figure 3-43. Ofset term image Figure 3-44. Ofset term imge
gain state 4, summation: gain state 2, summation.
DN range = 13.03 - 24.05 DN range = 3.06 - 4.45

Figure 3-45. Ofset term image Figure 3-46. Ofset term image
gain state 1, sunmmation. gain state 4, inverted,
DN range = 2.31 - 2.88 summat i on node.
DN range = 84.06 - 126.45
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Figure 3-47. Raw flat-field Figure 3-48. Calibrated flat-

i mge, gain state 2, field image, gain state
clear filter. 2, clear filter.
DN range = 101 - 107 range = 40.84 - 41.97

Figure 3-49. Raw flat-field Figure 3-50. Calibrated flat-
I mage, gain state 2, field imge, gain state
clear filter. 2, clear filter.

DN range = 199 - 211 range = 41.15 - 41.82

Figure 3-51. Raw flat-field Figure 3-52. Calibrated flat-
I mge, gain state 3, field image, gain state
violet filter. 3, violet filter.

DN range = 99 - 113 range = 631.1 - 654.8
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Figure 3-53. Raw flat-field Figure 3-54. Calibrated flat-

I mage, gain state 4, field inmage, gain state
>9680 A filter. 4, >9680 A filter.
DN range = 18 - 24 range = 1461 - 1980

Figure 3-55. Raw flat-field Figure 3-56. Calibrated flat-
I mage, gain state 4, field imge, gain state
>9680 A filter. 4, >9680 A filter.

DN range = 100 - 115 range = 1650 - 1785

Figure 3-57. Raw flat-field Figure 3-58. Calibrated flat-
I mage, gain state 4, field image, gain state
>9680 A filter. 4, >9680 A filter.

DN range = 201 - 218 range = 1676 - 1759
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Figure 3-59. Raw flat-field Figure 3-60. Calibrated flat-

i mge, gain 1, summa- field image, gain 1, sum
tion node, green filter. mation, green filter.
DN range = 178 - 190 range = 1270 - 1283

Figure 3-61. Raw flat-field Figure 3-62. Calibrated flat-
i mage, gain 2, sunma- field image, gain 2, sum
tion node, green filter. mation, green filter
DN range = 12 - 15 range = 215.0 - 261.9

Figure 3-63. Raw flat-field Figure 3-64. Calibrated flat-
| mage, gain 2, sunmma- field image, gain 2, sum
tion node, green filter. mat ion, green filter.

DN range = 164 - 175 range = 236.9 - 241.7
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Figure 3-65. Raw flat-field Figure 3-66. Calibrated flat-

i mge, gain 3, summa- field imge, gain 3, sum
tion node, green filter. mation, green filter.
DN range = 168 - 180 range = 236.0 - 243.0

Figure 3-67. Raw flat-field Figure 3-68. Calibrated flat-
I mage, gain 4, summa- field image, gain 4, sum
tion node, green filter. mation, green filter.

DN range = 23 - 38 range = 13.78 - 25.66

lgure 3-69. Raw flat-field Figure 3-70. Calibrated flat-
i mage, gain 4, sunma- field inmage, gain 4, sum
tion node, green filter. mation, green filter.
DN range = 111 - 129 range = 18.56 - 20.85
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Figure 3-71. Calibrated slope
file ratio, gain state
4/ 3.

Figure 3-72. Calibrated slope
f/ile ratio, gain state
4/ 2.

Figure 3-73. Calibrated slope
file ratio, summation node,
gain state 3/1.
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Figure 3-74. Calibrated sl|ope
file ratio, normal gain
4/ sunmati on node gain 1.




Figure 3-75. Calibrated slope Figure 3-76. Calibrated slope
file ratio, green\violet file ratio, green/red

Figure 3-77. Calibrated slope Figure 3-78. Calibrated slope
file ratio, green/clear file ratio, green/7270 A
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Figure 3-79. Calibrated slope Figure 3-80. Calibrated slope
: file ratio, green/7560 A file ratio, green/8890 A

Figure 3-81. Calibrated slope
file ratio, green/>9680 A
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Table 3-12. Spatial Variation in Filter Factors

Filter Factor St andard Devi ation
wth Respect in Filter Factor
Filter to Geen Filter Across Array
C ear 0. 0805 0.00057 (0.71 ¢
Red 0. 4336 0. 0046 §1.07 0
Vi ol et 27.63 0.49 1.77 ¢
7560 A 1.743 0.0127 0.73 ¢
>9680 A 4,788 0.051 (1.06 %
7270 A 3.470 0. 057 51.65‘2
8890 A 5.868 0.094 1.60 ©

Figures 3-82 through 3-95 display the array of nmaxi num DN
errors and rns DN errors produced by GALGEN for each conbination
of gain state and summation node available. No significant dif-
ferences with filter position were evident. The pixels having
unacceptably nonlinear fits as defined by their residual errors
are primarily concentrated in lines 1, 2, 799 and 800 and in
colums 1 and 2 of the CCD array. Columm 170 al so exhibits unac-
ceptably nonlinear behavior in gain state 4.

Figures 3-96 through 3-102 show the |ocations of all pixels
defined as bl em shes by BLEMGEN for each conbination of gain
state and summation nobde. Again, no variation with filter posi-
tion was observed. Mst blenmishes are due to excessive charge

Figure 3-82. Maximum DN errors Figure 3-83. r.ms. errors

produced by GALGEN for gain produced by GALCEN for
state 4, nornal node. gain state 4, nornmal node
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Figure 3-84. Maximum DN errors Figure 3-85. r.ms. errors
produced by GALGEN for gain produced by GALCEN for
state 3, normal node. gain state 3, normal node

Figure 3-86. Maximum DN errors Figure 3-87. r.ms. errors
produced by GALGEN for gain produced by GALGEN for
state 2, normal node. gain state 2, normal node
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Figure 3-88. Maxinum DN errors Figure 3-89. r.ms. errors
produced by GALGEN for gain produced by GALGEN for
state 4, summation node. gain 4, sunmation node

AN

Fi gure 3-90. Maxi mum DN errors Figure 3-91. r.n1é. errofé

produced by GALGEN for gain produced by GALGEN for
state 3, sunmation node. gain 3, summation node.




Figure 3-92. Maximum DN errors ure 3-93. r.ms. errors
produced by GALGEN for gain produced by GALGEN for
state 2, sunmmation node. gain 2, sunmation node.

Figure 3-94. Maxinmum DN errors ure 3-95. r.ms. errors
produced by GALGEN for gain produced by GALGEN for
state 1, summation node. gain 1, summation node.




Figure 3-96. Blemsh l|ocation Figure 3-97. Blemsh |ocation
image for gain state 4. image for gain state 3.

L.

Figure 3-98. Blemsh location Figure 3-99. Blemsh |ocation
i mage for gain state 2. i mge for gain state 4,
sunmmat i on node.




¥
s,

Figure 3-100. Blemsh location Figure 3-101. Blenmsh loca-
image for gain state 3, tion for gain state 2,
summat i on node. sunmmat i on node.

—~ Figure 3-102. Blemsh location
' i mge for gain state 2,
sunmati on node.
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collection in pixels |ocated along the edge of the CCD array. In
gain state 4 in the full-resolution node, colum 170 is clas-
sified as a blem sh because of its nonlinear response, and in
gain states 1 and 2, several colums exhibit |owfull-well
response.

Accurate determnations of the threshold saturation |evels
of the lowfull-well pixels were obtained by exam ning pixe
listings of various flat-field franes in the area of each | ow
full-well pixel at signal |evels near and slightly above those
pi xel s’ saturation points. Table 3-13 lists the lowfull-well
pi xel locations and the maxi mum charge level they will reliably
transfer. The blem sh files have been edited to incorporate
these nore accurate saturation thresholds. Figures 3-103 through
3-105 show a set of flat-field inmages acquired at signal |evels
from about 1/2 to the nean full-well level for the CCD. The
| ocations of the lowfull-well pixels are obvious. No saturation
I's observed in any of the gain states at |ess than 255 DN

Tabl e 3-13. Lowfull-well Pixel Characteristics

gain state 2 sunmation gain state 1
colum row e- 1989 DN colum row e- (#) 1989 DN
96 389 90000 219 48 195 90000 241
269 420 62000 153 135 211 62000 169
351 679 88000 215 176 340 88000 237
466 75 32000 80(*) 233 38 37000 101
520 668 78000 191 260 334 82000 220
578 659 64000 156 289 330 67000 180
594 696 70000 172 297 348 71000 192
673 743 83000 204 337 372 82000 220
790 754 80000 195 395 377 84000 226

(*) 161 DNin gain state 3
(#) e per original unsummed pixel

~ As was noted in Section IIl1.B.5 the SSI spectral response
varies with tenperature. GALCEN files have been produced only
for the expected flight tenperature, +8°C Light transfer data
sets exist at -10°cand +18°c as well; should the SSI tenperature
in flight differ significantly fromthat expected, revised
calibration files will have to be produced.

co Spectral Response Math Mde

~ The predicted SSI response to the |ight cannon sources
during calibration as conputed fromthe conponent-|evel spectra
curves for the sensor, optics, filters, and |light sources did
not match the actual SSI response observed in the calibration
i mges thenselves and given in Table 3-7. Therefore, in order to
create an SS|I spectral response math nodel that nore nearly
mat ched the measured instrument perfornmance, adjustnents were
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Figure 3-103. Flat-field Figure 3-104. Flat-field
I mage, gain state 2, I mage, gain state 2,
mean DN = 118. mean DN = 180.

Figure 3-105. Flat-field
I mage, gain state 2,
mean DN = 233.
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made to the conponent |evel data. A weighted-|east-squares fit
to the calibration data was derived by changing slightly the CCD
spectral QE curve shape and scale, the optics spectral transm s-
sion curve scale and central wavelength, the filter transm ssion
curves scales and central wavelengths, and the |ight source
spectral radiance curves shape and scale as well as adjusting the
conversion factor frome to DN slightly. Held constant at their
conmponent -l evel values were the widths of the filter bandpasses
and the spectral transm ssion of the thermal vacuum chamber w n-
dow. The calibration data that were natched consisted of the SS

response in each of the 8 SSI filters to the tungsten and xenon
light cannons, to each of the spectral bandpass target filters in
the MM collinmator, and to 43 selected squares of the color tar-
get in the WM collimator. Although the bandpass filter targets
and color targets have fairly large uncertainties in their
spectral radiances since they were not as well calibrated as the
| 1ght cannons, the use of the additional different color spectra
they provide helps to constrain the |east-squares solution.

Table 3-14 gives the ratio of the SSI response to the
tunﬂsten | i ght cannon as conputed using the SSI spectral response
mat h nodel to that actually observed in the calibration data for
both the original conponent-level spectral curves and for the ad-
justed curves resulting fromthe |east-squares fit. Wth the ad-
justnents, the SSI spectral response math nodel yields results
that match the calibration results to within 1%

Table 3-14. Conputed/ Actual Response to Light Cannons

CDRBonent New Spectra
Filter del Response Model
Cl ear 1. 07 0.989
Vi ol et 1. 06 1. 000
G een 0.94 1.003
Red 0.87 1.003
7270 A 1.10 0. 997
7560 A 0.98 1.008
8890 A 1.07 1.004
>0680 A 1.11 1.002

Violet (xenon) 1.06 0.999

Figures 3-106 through 3-112 conpare the conponent-]| evel
spectral curves for the CCD Qf, optics transmission, filter
transmssion, the light source radiances,and the overall system
spectral response to the adjusted curves fromthe |east-squares
fit. The adjusted values for the overall system response are
al so provided in tabular formin Table 3-15. "The CCD had to
be increased by about 15% in the visible and decreased by about
10% beyond 800 nm It is not unrealistic that the conponent-Ievel
calibration of the absolute QE could have been in error by this
amount . Several of the filter transm ssion curves had to be
changed noticeably - transm ssion increased by 8% to 10% for the
red and 8890 A filters and decreased 9% to 10% for the clear and
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Figure 3-106. CCD quantum efficiency conponent-|level data before
and after adjustnment for best fit to 1989 instrunent
cal i bration data.
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Fi gure 3-107. SSI optics transm ssion conponent-level data

before and after adjustnent for best fit to 1989 instrunent
calibration data.

53




|

TRANSMISSION

1
!
|
1
|
{ .
1 1
04¢d | ' :
. : |
|
0.3 | | (i |
1: 0
O.2'| [ ||I -
A
L
oo 4!
0 |KJ1| LA\ AN
50 500 650 800 950 1100
WAVELENGTH (rim)
Fi gure 3-108. SSI filter transm ssion conponent-|evel data

before and after adjustnent for best fit to 1989 instrunent
calibration data
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Fi gure 3-109. Tungsten light cannon spectral radiance

conponent -l evel data before and after adjustnment for best
fit to 1989 instrunent calibration data.
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Figure 3-110. Xenon |ight cannon spectral radi ance conponent -
| evel data before and after adjustnent for best fit to 1989
instrunent calibration data.
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Figure 3-111. MM col | i mator spectral radi ance conponent-|eve

data before and after adjustnment for best fit to 1989 in-
strunent calibration data.
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Figure 3-112.

SPECTRAL RESPONSE (e/sec/nm) x 103
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Tabl e 3-15.
fit to 1989instrunent calibration data (e/sec/nmx 10%

wvl
(nm)

350
355
360
365
370
375
380
385
390
395
400
405
410
415
420
425
430

none

. 0000
. 0000
. 0000
. 0000
. 0000
9.151
46. 40
104.
217.
315.
367.
383.
374.
356.
332.
308.
317.

O~NWNN OO 00 WO

SSl

cl ear

. 0000
. 0000
. 0000
0000
. 0000
6. 508
34. 84
82. 55
175.
258.
305.
319.
312.
298.
278.
260.
268.

OFRPOORF,PNNONO

subsystem spectral

Vi ol et

. 0000
. 0000
. 0000
. 0000
. 0000
5. 648

|

©

[
~NoouI~NOWOwo

filter

green red 7270A 7560A 8890A 9680A

. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000

.0000 .0000 .0000
.0000 .0000 .0000
.0000 .0000 .0000
.0000 .0000 0000
.0000 .0000 .0000
.0000 .0000 .0000
.0023 . 0000 .0000
.0063 .0000 .0000
.0283 . 0000 .0000
.0190 . 0000 .0000
.0147 .0000 .0000
.0192 . 0000 .0000
.0524 . 0000 .0000
.2849 .0000 .0000
.0731 .0000 .0000
.0031 .0000 .0000
. 0000 .0000 .0000

56

. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000

. 0000
. 0000
. 0000
. 0000

. 0000

. 0000

. 0000
. 0000
. 0000
. 0000
. 0000
. 0000

10000

0000

. 0000

. 0000
. 0000

response adj usted for-best




(nm)

435
440
445
450
455
460
465
470
475
480
485
490
495
500
505
510
515
520
525
530
935
540
945
550
555
560
565
570
575
580
585
590
595
600
605
610
615
620
625
630
635
640
645
650
655
660
665
670
675
680
685

none

325.
333.
337.
340.
356.
371.
385.
400.
413.
424,
445,
466.
489.
509.
517.
5217.
536.
548.
564.
566.
S567.
S567.
567.
568.
S72.
S573.
S573.
S574.
576.
595.
612.
630.
647.
664.
650.
637.
623.
610.
595.
588.
583.
576.
570.
565.
581.
598.
613.
628.
642.
649.
657.

ORNOUINWOHOOOWUITWOOWRAWUIUIORARWNNNORUIRPWOWRAUIORNOOONOOOODRAWUIUIND

cl ear

275.

283.

288.

291.

305.
318.
332.

347,
359.
370.
391.
411.
433.

452.

461.
472.
482.
493.
509.

511.

512.
o11.
511.
514.
519.
520.

519.

521.
519.

536.
555.
S573.
588.

604.

591.
580.
569.

555.

540.

534.
530.
524.
518.
515.
528.
541.

555.

569.
581.
o87.
593.
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Tabl e 3-15 (continued)

vi ol et

23. 25
8. 802
3. 820
1.613
. 7129
. 1002
. 1042

filter
green red

. 0000
. 0000
. 0000

. 0000

. 0000
. 0000
. 0000

. 0000
. 0000
. 0000

. 0000

. 0000
. 0000
. 0000

7270A 7560A

. 0000

. 0000

. 0000
. 0000
. 0000
. 0000
. 0000

. 0000

. 0000
. 0000

. 0000
. 0000
. 0000
. G000

8890A

. 0000

. 0000

. 0000
. 0000
. 0000
. 0000
. 0000

. 1082 . 0000 .0000 . 0000 .0000 .0000

1118 . 0000 .0000 .0000 .0000.0000.

L1147
. 1203
. 1213
. 0588
. 0407
. 0259
. 0158
. 0161

. 0056
. 0057
. 0057
. 0170

. 0682
. 1317
. 1950
. 2123
. 1264
. 0576
. 0179
. 0061
. 0063
. 0065
. 0066
. 0065
. 0064
. 0062
. 0061
. 0060
. 0059
. 0058
. 0058
. 0057
. 0057
. 0058
. 0180
. 0430
. 0879
. 1735

. 0000
. 0000
. 0000
. 0000
. 0000

. 0000

5.391 .
20.11 .
. 0055 35.30 .
245.3 .
252.5 .
402.1 .
418.8 .
. 0284 461.6 .
463.8 .
449. 4 .
450. 8 .
442. 2 .
441. 2 .
420.4 .
393.5 .
382.2 .
271.7 .
138.9 .
43. 73 .
5.996 .

. 2423
. 2870
. 0610
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000

0000
. 0000
. 0000
. 0000
. 0000
. 0000

11. 05
41. 67
196.0
475.6
552. 2
458. 8
473. 7
573.3
581.8
599. 3
614.6

0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000

0000

. 0000
. 0000
. 0000
. 0000

. 0000

. 0000

. 0000

.0000 . 0000

. 0000
. 0000

. 0000
. Q000
. 0000 .0000 .
. 0000
. 0000

. 0000
. 0000
. 0000

. 0000

. 0000
. 0000
. 0000
. 0000

. 0000

. 0000
. 0000
. 0000
. 0000
. 0000

. 0000
. 0000
. 0000
. 0000
. 0000
. 0000

. 0000
. 0000

. 0000 .

. 0000

. 0000
. 0000
. 0000

. 0000

. 0000
. 0000
. 0000
. 0000

. 0000
. 0000
. 0000
. 0000

. 0000

. 0000
. 0000
. 0000
. G000

. 0000
. 0000

. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000

. 0000
0000

. 0000 587.2 .0000 .0000
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.2922 .0000 539.4 . 0065 .0000
.4008 .0000 572.4 .0066 .0000

. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000

. 0000

. 0000
. 0000

. 0000

. 0000
. 0000

0000

. 0000

0000
. 0000
. 0000
. 0000

. 0000

. 0000
. 0000
. 0000
. 0000

. 0000

. 0000
. 0000
. 0000
. 0000
. 0000

. 0000
. 0000
. 0000
. 0000
. 0000

0000
. 0000
0000

. 0063

. 0064

. 0065
. 0066

9680A
. 0000

. 0000
. 0000

. 0000
. 0000
. 0000
. 0000

. 0000

0000

. 0000
. 0000

. 0000

. 0000
. 0000
. 0000
. 0000
. 0000

.0000

. 0000
. 0000
. 0000
. 0000

.0000

. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000

. 0000
. 0000




Tabl e 3-15 (continued)

filter
il (nr none clear violet green red 7270A 7560A 8890A 9680A

690 663.6 599.8 .4579 .0000 459.9 .0066 .0000 .0066 .0000
695 669.0 604.6 .4616 .0000 230.9 .0067 0000 .0067 .0067
700 675.6 610.1 .4324 .0000 164.0 .0135 .0000 .0135 .0135
705 632.2 570.8 .3287 .0000 61.50 .0253 .0000 .0190 .0063
710 587.2 529.6 .2466 .0000 10.08 .0352 .0000 .0117 .0000
715 542.1 488.4 .1843 .0000 2.629 .0434 .0000 .0054 .0163
720 495.8 446.3 .1339 .0000 1.507 2.494 .0000 .0099 .0248
725 449.8 404.4 .0945 .0000 1.332 96.59 .0000 .0135 .0045
730 431.6 387.3 .0734 .0000 1.144 327.1 .0000 .0086 .0000
735 412.1 369.1 1071 .0000 .0041 237.1 1.154 .0041 .0041
740 391.4 350.6 .0861 .0000 .0352 6.897 4.513 .0000 .0078
745 372.4 333.5 .0670 .0000 .0298 .3687 70.05 .0000 .0037
750 353.0 315.9 .0494 .0000 .2118 .2436 281.0 .0000 .0035
755 343.4 307.2 0481 .0000 .2095 .0172 304.7 .0000 .0034
760 334.0 298.2 .0401 .0000 .2372 .0100 323.2 .0000 .0033
765 326.1 290.8 .0587 .0261 .2315 .0098 220.1 .0000 .0033
770 315.8 281.1 .0505 .0063 . 1800 .0063 30.46 .0000 .0032
775 304.7 270.9 .0305 .0000 |1280 .0030 2.480 .0000 .0000
780 375.3 333.3 .0375 .0375 .1388 .0000 1.235 .0000 .0000
785 439.5 389.6 .0527 .0088 . 1450 .0000 .5494 .0000 .0000
790 508.5 450.3 0661 .1119 .1729 .0000 .2898 .0000 .0000
795 576.6 510.6 .0923 .2191 .2422 .0000 .2076 .0000 .0000
800 642.5 568.4 1092 .2506 .3341 .0064 1992 .0000 .0000
805 570.8 504.6 1142 1598 .2854 .0114 .0856 .0000 .0057
810 498.2 440.3 1096 .1295 .2242 .0100 .0797 .0000 .0050
815 427.8 377.8 .1112 .1840 .1968 .0086 .0770 .0000 .0043
820 359.6 317.5 1043 .1978 .1726 .0072 .0611 .0000 .0072
825 295.4 260.6 1034 1270 . 1595 .0059 .0502 .0000 .0059
830 269.9 238.3 .1161 .0405 .1917 .0027 .0486 .0000 .0054
835 242.4 213.8 .1164 .0533 .2812 .0000 .0461 .0000 .0048
840 220.1 193.9 1277 .0484 .4380 .0044 .0418 .0000 .0044
845 196.0 172.6 1431 .0490 .4214 .0059 .0353 .0020 .0059
850 172.8 152.3 1521 .0518 .3905 .0052 .0311 .0017 .0052
855 159.8 141.1 .1566 .0511 .5544 .0032 .0304 .0032 .0032
860 149.7 132.5 .1572 .0449 .7051 .0030 .0299 .0090 .0030
865 138.9 123.0 .1500 .0306 1.014 .0014 .0278 .0139 .0014
870 127.8 113.2 .1355 .0345 1.060 .0013 .0256 .1393 .0026
875 116.8 103.2 1203 .0420 .5219 0012 .0210 5.272 .0070
880 111.5 98.70 1082 .0469 .2800 .0011 .0190 40.42 .007/8
885 107.3 95.02 .0933 .0494 1.359 .0021 .0172 82.78 .0075
890 99.85 88.55 | 0719 .0499 1.776 .0050 .0140 88.33 .0070
895 93.06 82.74 .0549 0484 .1619 0056 .0112 44.20 .0195
900 87.83 78.09 .0378 .0457 .0369 .0026 ,0088 2.770 .0378
905 83.48 74.23 .0267 .0426 .0167 .0017 .0067 .9534 .0426
910 80.53 71.69 .0185 .0395 .0169 .0008 .0048 .0596 .0548
915 76.08 67.80 .0122 .0350 .0266 .0008 .0030 .0251 .0662
920 73.60 65.70 .0088 .0280 .0206 .0015 .0022 .0088 .0905
925 68.58 61.23 0069 .0192 0075 .0041 .0014 .0062 .1248
930 65.04 58.07 .0065 .0150 .0052 .0111 .0007 .0052 . 1841
935 62.25 55.58 .0056 .0118 .0087 .0081 .0000 .0044 .2702
940 58.90 52.64 .0053 .0094 .0094 .0012 .0000 .0035 .5407




(nm)

945
950
955
960
965
970
975
980
985
990
995
1000
1005
1010
1015
1020
1025
1030
1035
1040
1045
1050
1055
1060
1065
1070
1075
1080
1085
1090
1095
1100

RPRPFEPNNOROINOO

none

5.13
1.09
8.18
4.73
1.32
8. 05
4.62
1. 58
8. 65
5.21
2.23
9. 04
6. 62
4.48
2.48
0.30
. 039
. 020
. 986
. 948
. 822
. 702
. 334
. 956
. 601

230

. 8570
. 6923

. 5493
. 3821

2132 .

. 0707

C

49,
45,
43.
40.
37.
34.
31.
28.

PRFRPRPNNOPOOIOONO

7

ear

32
75
19
15
15
19
17
47
. 88
. 78
.11
.21
.06
.14
34

371
. 313
. 396
. 455
. 510
. 486
. 459
. 124
. 780
. 458

120
801

. 6301
. 4995

.3

475

1939
. 0705

Tabl e 3-15 (continued)

vi ol et

. 0044
. 0036
. 0034
. 0031
. 0029
. 0027
. 0031
. 0025
. 0026
. 0023
. 0020
. 0015
. 0013
. 0012
. 0011
. 0010
. 0011
. 0011
. 0010
. 0008
. 0005
. 0003
. 0003
. 0003
. 0004
. 0003
. 0003
. 0003
. 0003
. 0002
. 0001

. 0000

filter
green red

. 0099
. 0112
. 0149
. 0183
. 0227
. 0206
0177
. 0155
. 0143
.0124
. 0102
. 0089
. 0090
. 0112
. 0124
. 0120
. 0105
. 0103
. 0095
. 0083
. 0067
. 0050
. 0046
. 0045
. 0042
. 0037
. 0029
. 0027
. 0023
. 0018
. 0011
. 0004

. 0066
. 0061
. 0125
. 0206
. 0223
. 0190
.0104
. 0069
. 0049
. 0040
. 0040
. 0038
. 0035
. 0036
. 0036
. 0032
. 0024
. 0017
. 0008
. 0003
. 0004
. 0005
. 0005
. 0004
. 0004
. 0003
. 0002
. 0003
. 0004
. 0005
. 0006
. 0004
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7270A

. 0006
. 0005

. 0005
. 0000
. 0004

. 0004

. 0003

. 0003
. 0000
. 0000
. 0000
. 0002
. 0003

. 0001
. 0000
. 0000
. 0001
. 0001
. 0001

. 0000
. 0000
. 0000
. 0000

. 0000
. 0000
. 0000
. 0000
. 0000

. 0000
. 0000
. 0000
. 0000

7560A 8890A

. 0028
. 0026
. 0024
. 0018
. 0017
. 0011
. 0010

. 0006
. 0006
. 0005
. 0004
. 0002
. 0002
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0001
. 0000
. 0000 1.
. 0000 .
. 0000 .

. 0000 .
. 0000 .
. 0000 .
. 0000 .

. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000
. 0000

9680A

1.212
2.321
6.401
16. 96
28. 33
30.31
25.34
21. 82
20. 47
19. 66
19. 00
17. 46
15. 82
13.69




7270 A filters. Central wavelength shifts inplied were small - 5
nmor less. The tungsten cannon spectral radiance appeared to be
about 8% | ower than expected in the red and near-1R , while the
xenon cannon radi ance appeared to be slightly higher in the
near-1R (about 1099 . And finally, the high-gain conversion fac-
tor frome to DN increased by about 2%

The SSI spectral response math nodel that resulted fromthis
study certainly does not represent a unique solution to the
problem of fitting the calibration results. However, it is felt
to be an inprovenent over the nodel that results fromsinply
usi ng the conponent calibration data unchanged. Therefore, the
revi sed nodel was used for calculating the conversion factors
fromsource ftL to units of radiance and reflectivity given in
Section IlIl1.B.5. Until an inproved nodel can be derived, it also
wll be used for calculating the predicted SSI response to tar-
gets imaged in flight.

The availability of three different SSI spectral response
nodel s (based on conponent calibration spectral curves, curves
re-adjusted to fit the 1985 system|evel calibration data using
the assunptions of Sections II.A 7 and I11.B.5 regarding calibra-
tion of the tungsten light cannon, and curves adjusted to fit the
1989 system | evel calibration data) nakes possible an eval uation
of any SSI absolute sensitivity changes with tinme for the various
filters and/or an evaluation of the uncertainty in the determna-
tion of the SSI absolute sensitivity for the various filters.
This was done by conputing the SSI response to a imaginary source
having a fixed, spectrally uniform radiance |level using all three
mat h nodel s and conparing the results. Based on the concl usions
reached in Section I11.B. 5 above, the absolute SSI sensitivity in
the green filter was assumed not to have changed with time, and
the conputed SSI responses were all nornalized to the mean green
filter response. Figure 3-113 plots the ratio of the normalized
response tor each filter in each nodel to the nean response
values for each filter for the three nodels. The scatter in
these ratios is quite large reaching 8% for the red and clear
filters and 22% for the violet filter. The variations in
response inplied by the three nodels could represent actual tine
variability in SSI spectral sensitivity, time-variable errors in
the calibration light source spectral calibrations, and/or allow
able flexibility in fitting the nodels to the calibration data
sets. Sel ection of the best spectral response nodel to use for
predicting SSI response to |ight sources other than the calibra-
tion sources is a problem If ths SSI spectral sensitivity were
really unchangi ng, the best nodel appears to be that using the
conponent -1 evel spectral curves since it has the | east scatter

about the nmean. If, however, the SSI spectral response is really
changing with tine, the best nodel to use is the one that fits
the nost recent data best, i.e., the 1989 calibration fit. This

nmodel has been chosen for current use; however, the uncertainties
in the absolute spectral response of the SSI to different scene
radi ances using this nodel should be understood to be at about
the 10% | evel for nost filters and at about the 20% | evel for the
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Figure 3-113. Relative SSI spectral response history normalized
to the green filter and ratioed to the nean value in each
filter

violet and >9680A filters, at least until additional inflight
calibration data are acquired and anal yzed.

D. Zer o- Exposure O fset

Besi des the zero-exposure frames taken as part of the
various light transfer data sets, additional zero-exposure franes
were acquired for the many SSI nodes (93 out of a total of 104
possi bl e conbi nati ons of frame time, gain state, normal or ex-
tended exposure node, ccD clock voltage level, and use of blemsh
protection) in which light transfer data were not acquired.
These frames were normally obtained at three SSI tenperatures.
In nost cases, nultiple frames were acquired in succession for
each SSI configuration.

Table 3-16 lists the mean DN [evel and the standard devi a-
tion across the frame for zero-exposure franes acquired in 1989
at the expected flight tenperature of +8° C. The CCD cl ock volt-
ages were normal and bl em sh protection was not used for these
frames. Where nultiple franes were available in a given con-
figuration, they were averaged to reduce random noi se. Vari a-
tions in frane tinme and use of the extended exposure node have
only small effects on the offset |evel (maxinmum change with frane
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time of 1.3 DNin gain state 4, typical changes of < 0.1 DNin
ot her gains; maxi mum change with extended exposure node of 1.1 DN
In gain state 4, typical changes of < 0.2 DN in other gains).
Chan%es with gain state and use of the summati on node are nore
significant.

Tabl e 3-16. Mean DN Level and Standard Deviation for Zero-
Exposure Franes Acquired in 1989 at +8° C

Frane
Rat e Gin Std.
(sec) State Mean Dev.
60 2/3 4 10. 07 1.05
3 3.52 0.51
2 3.05 0.22
30 1/3 4 9.57 1.05
3 3.47 0.51
2 3.03 0.18
8 2/3 4 8. 98 0.93
3 3.76 0.43
2 3.00 0. 04
2 1/3 4 18.78 3.33
3 5.82 1.08
2 3.95 0.32
1 2.84 0. 37

Figures 3-114 through 3-123 show contrast-enhanced
phot ographs of averaged zero-exposure frames for various gain
states and use of the summation node. The full-resolution, gain
state 4 franmes show bright and dark col ums spaced 42 pixels
apart. These are due to a 2400-Hz coherent noise source and are
di scussed in nore detail in Section III.E A gradual left-to-
right shading pattern is seen in the sunmation-node frames. As
the gain is decreased, the offset becones nore uniform since the
variations becone smaller than the DN step size. The pattern of
the thermal dark current, which is very small, only becones ap-
parent when extended exposure frames in gain state 4 are conpared
to normal framnes.

SMtchin%1the CCD clock voltages to the inverted |evel
and/ or using the blem sh protection node drastically affects the
zer o-exposure offset because in these nodes the amount of thernal
dark current and spurious charge generated in the CCD array are

greatly increased. In these nodes, the use of the extended-
exFosure nmode has very little effect on offset. The frame tinme
selected only makes a difference when the blem sh-protection node

I's used. Longer readout periods increase the amount of spurious
charge generated in this case, and the offset [evel increases
(but this effect is nuch smaller than that caused by the switch
to blem sh protection itself?. Table 3-17 lists the frane-w de
nmean offset levels for different frame rates and gain states
using the normal exposure nmode with the CCD clock voltages at the
inverted | evel and/or blem sh protection being used. te that
in gain state 4 in the sumation node, use of the inverted clock
voltages in the blem sh-protection node causes the offset |eve

62




Figure 3-114.  Zero-exposure Figure 3-115. Zero-exposure
frame, 60 2/3-see frane frame, 8 2/3-see frane
rate, gain state 4. rate, gain state 4,
/’\ DN range = 7 - 13 DN range = 6 - 12

Figure 3-117.  Zero-exposure
8 2/3-see franme

Figure 3-116. Zero-exposure
- frame, 8 2/3-see frane frane, 8
rate, gain state 3. rate, gain state 2.
DN range = 2 - 4

DN range = 2 - 5
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Figure 3-118. Zero-exposure Figure 3-119. Zero-exposure

frame, 2 |/3-see frane franme, 2 |/3-see frane
rate, gain state 4. rate, gain state 3.
DN range = 12 - 25 DN range = 4 - 9

Fi ure 3-120. ero- exposure Fi gure 3-121. Zer o0- exposur e

frame, 2 |/3-see frame frane, 2 |/3-see frame
rate, gain state 2. rate, gain state 1.
DN range = 2 - 5 DN range =1 - 4
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Figure 3-122.  Zero-exposure
frame, 60 2/3-see rate,
gain 4, extended exposure
DN range = 9 - 14

Table 3-17. Mean Offsets (DN) with Inverted CCD O ock Voltages

Figure 3-123.  Zero-exposure
frame, 8 2/3-see rate

gain 4, extended exposure

DN range = 7 - 12

(INV) and/or Use of Blem sh Protection (BPM.

frame _
rate gain
(see) State
60 2/3
30 1/3
8 2/3

2 1/3

FPrRowrRsRrPpPDPwrRERPpPDLORERENDDLWRS

to reach 255 DN. Fi gures 3-
enhanced offset frames in gain state 4 for
rate with inverted clock voltages and/or

[NV +

BPM I NV BPM
23.6 25.9 103. 8
6.1 6.3 22.8
4.4 4.7 12.6
21.9 24. 4 96.9
5.8 6.3 21.6
4.3 4.6 12.0
19.1 24.5 85.4
5.5 6.6 19. 4
4.0 4.6 10. 7
61.8 104. 1 255.0
14. 7 23.6 74. 3
8.1 12.5 34.5
5.6 4.5 9.5

124 through 3-126 show contrast-

bl em sh protection used.

Inverted clock voltages increase spurious charge production
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Figure 3-124. Zero-exposure Figure 3-125. Zero-exposure

frame, 60 2\3-sec rate, frame, 60 2/3-see rate,
gain 4, inverted clocks. bl em sh protection node.
DN range = 19 - 31 DN range = 10 - 42

Figure 3-126. Zero-exposure frame, 60 2/3-see rate,

gain 4, inverted clocks and blem sh protection.
DN range = 38 - 188
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during CCD readout when the voltages are rapidly switched from
the normally positive level to their negative level and back.

This introduces a right-to-left shading pattern of spurious
charge. In the blenm sh-protection node, the CCD cl ocks are nor-

mal 'y held ne%ative during readout, and the charge is shifted by
rapidly switching to the positive |evel and back during readout.

Wiile the clocks are negative, thermal dark current is collected
in the CCD potential wells nuch nore rapidly than when they are
positive. Therefore, thermal dark current buildup is nuch
greater when blem sh protection is used, and this introduces an
upper-right-to-lower-left shading pattern of dark current charge.

In addition, isolated pixels that generate higher-than-average
dark current becone visible as "dark spikes" in this node

r Use of the data conpressor has no apparent effect on the
of f set.

Changes in instrument tenperature do cause changes in the

of fset |evel. Changes over tine have also been observed.
Figures 3-127 and 3-128 show the offset |evel in each gain state
versus tenperature determ ned four different ways: (a) mean DN

over a 50 x 50 pixel area, (b) offset fromlinear fit to |ight
transfer data for the same 50 x 50 pixel area, (c) mean offset
fromlinear fit to light transfer data for 256 20 x 20 pixe

areas spread across the CCD array, and (d) nean offset from GAL-
GEN linear fit to light transfer data. The offset is stable to
within about 0.1 DN over periods of up to a few days. The offset
BegglubQ%{eases with tenperature at a rate of roughly 0.01 to

The plots in Figures 3-127 and 3-128 conpared to the data in
Table 3-16 show that the offsets conputed fromlinear fits to the
light transfer data are generally |lower than the raw zero-
exposure DN level by a few tenths of a DN for the data acquired
in the 8 2/3-see node (this is not the case in the sumation
mde) . This effect can be seen also in the plots of residual er-
rors in the linear fits shown in Figures 3-9 through 3-20. The
raw of fset data could be in error by between 0.5 and 1 DN due to
digitization errors in the SSI analog-to-digital converter (see
Section I11.E bel ow. However, it is surprising that the ms-
match with the linear-fit offsets in all 8 2/3-see cases exam ned
(1989, 1985 and 1984; 3 gain states; 3 tenperatures) woul d have
the sane sign. It is possible that the SSI response is slightly
nonlinear at |ow signal levels, although the level of error in DN
woul d be expected to decrease as the gain decreases if this were
the case, and a previous lowlight-level linearity test has shown
no evidence of this (in fact, the offset residual in this case
has the opposite sign). Nor does |owlevel nonlinearity explain
th the summation-node offsets derived fromthe linear fits agree
well with the raw zero-exposure offsets. It has been deci ded
that, until this difference is better understood, SSI flight data
wll be calibrated using the GALGEN linear-fit offsets rather
t han using averages of zero-exposure franes, at |east for those
SSI %Pnfigurations in which light transfer data sets were ac-
qui red.
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Conparison of the GALGEN offset files shown in Figures 3-39
through 3-45 to the corresponding zero-exposure frames In Figures
3;115 ghpough 3-121 shows that they match well in their spatia

i stributions.

E. Noi se Characteristics

To study the SSI noise characteristics, the follow ng
anal yses were perfornmed:

a) Cal cul ation of the system gain constant and noise floor
using six light transfer sequences in gain state 4
taken at SSI tenperatures of -10°C, +8°C, and +18°C

b) Random vs. coherent noise statistics were anal yzed for
uncal i brated frames using 8 2/3-see dark frames at each
gain setting in the full-resolution node (3 cases) at
all three tenperatures. The sanme anal ysis was per-
formed at +8°C on sunmati on-node dark franes at each
gain setting (4 cases) and on conpressed dark franes in
gain state 2 with the conpressor in both the
I nformation-preserving and rate-controlled nodes.

c) Random vs. coherent noise statistics were determ ned
for radionetrically calibrated dark and flat field
frames in each gain state, full-resolution and suma
tion nodes, with the data conpressor off and on in both
rate-control |l ed and infornation-preservin%]nndes.

d) Irregularities in the performance of the anal og-to-
digital converter (ADC) were characterized using
sel ected exposed and dark frames in all gain states in
both full-resolution and sunmation nodes.

Cal cul ations of the systemnoise floor in gain state 4 were
provided by algorithms used in the determnation of the SSI sys-
tem gain constant (Section I11.B.2). The noi se floor was com

uted over a grid of 100 20x20 pixel areas identical for each
i ght transfer sequence. Areas yielding anomal ous results were
del et ed. Results are given in Table 3-18 where the nean and
standard deviation of the noise values over all 20X20 areas are

Table 3-18. 1989 noise floor statistics in gain state 4

Noi se Fl oor
Teep Filter Resol ution Nunber Mean St andar d
of Areas (DN) Devi ati on
-10 5600A Sum Mode 96 1.544 0. 146
Cl ear Ful | Frane 92 0. 817 0.051
+8 5600A Sum Mode 96 1. 565 0.134
Cl ear Ful | Franme 94 0.825 0. 045
+18 5600A Sum Mode 97 1.592 0.168
Cl ear Ful | Frane 93 0. 903 0.03
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listed. The noise floor increases slightly as tenperature in-
Creases. Use of the summation node al so raises the noise floor

_ Separation of random from coherent (periodic) noise in SSI
i mges enployed Fourier analysis techniques, as described in
Ref erence 1. Figures 3-129 through 3-142 show the inmage data
fromthe noise analysis of raw +8°C dark frame inmages. I'ncl uded
for each are four sub-images representing the filtered imge (a),

t he two-dimensional Fast-Fourier Transform (b), the coherent
noi se conponent (c), and the random noi se conponent (d). Also
i ncluded are three histograms of the filtered, coherent and ran-
dom i nmages respectively, and a correspondi ng one-di mensi ona

power spectrum plot for the coherent noise in the horizontal

direction. Table 3-19 lists the statistical infornmation obtained
for all raw, filtered, random and coherent noise images. Refer-
ring to the Table, the following trends are apparent:

1. Both random and coherent noise levels increase with in-
creasi ng gain. o

2. In all cases, the standard deviation of the coherent
images is significantly |ower than that of the random
| mages.

3. The data conpressor has no significant effect on noise.

The gain state 4 random noise levels are close to those given in
Tabl e 3-18; however, in this case the neasured noise |evel
decreases slightly as tenperature increases. The random and
coherent noise levels remain about the same as in 1985.

Tabl e 3-109. Noi se statistics for uncalibrated zero-exposure
frames (units are DN)
TeEp Raw Filtered Random Coher ent
—~ Gain Myde_ nean_ dev. mean dev. mean dev. mean dev.
-10 10K Ful | 8.80 1.08 127.49 1.02 127.49 0.98 128.00 0.27
40K 3.50 0.50 127.50 0.49 127.48 0.49 128.01 0.06
100K 2.91 0.30 127.51 0.29 127.51 0.29 128.00 0.04
+8 10K 9.09 1.07 127.49 1.00 127.50 0.95 128.00 0.31
40K 3.74 0.44 127.49 0.43 127.49 0.42 128.00 0.08
100K 3.01 0.12 127.31 0.12 127.31 0.12 128.00 0.00
+18 10K 9.13 1.02 127.50 0.95 127.50 0.91 128.00 O0.27
40K 3.78 0.42 127.52 0.41 127.53 0.40 128.00 0.07
100K 3.05 0.22 127.53 0.22 127.50 0.22 128.04 0.02
+8 10K Sum 18.92 2.69 127.50 1.74 127.50 1.68 128.00 0.43
4 K 5.72 1.09 127.50 0.85 127.53 0.83 127.97 0.18
100K 3.98 0.26 127.50 0.25 127.46 0.24 128.04 0.04
400K 2.79 0.41 127.53 0.40 127.53 0.40 128.00 0.00
100KFull, P 3.01 0.12 127.34 0.12 127.34 0.12 128.00 0.01
100KFul 1, RC 3.01 0.13 127.36 0.13 127.35 0.13 128.00 0.01
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Figure 3-129. Noise analysis data for an uncalibrated dark frane
imge at 8°C in gain state 4, nornal node.
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Fi gure 3-130. One- di nensi onal power spectrum plot for, the
hori zontal coherent noi se conponent of the inmage in Figure

3-129.
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Figure 3-133. Noise analysis data for an uncalibrated dark frane
image at 8°C in gain state 2, normal node.
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Fi gure 3-134. One-di nensi onal power spectrum plot for. the
hori zontal coherent noise conponent of the image in Figure

3-133.
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Figure 3-135. Noise analysis data for an uncalibrated dark frame
image at 8°C in gain state 4, summati on node.
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Fi gure 3-136. One- di nensi onal power spectrum plot for the
hori zontal coherent noi se conponent of the inmage in Figure

3-135.
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Figure 3-137.

image at 8°C in gain state 3,

Noi se analysis data for an

uncal i brated dark frane

summat i on node.
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Fi gure 3-138. One-di nensi onal power spectrum plot for, the
hori zontal coherent noise conponent of the image in Figure
3-137.
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Figure 3-139. Noise analysis data for an uncalibrated dark frame
image at 8°C in gain state 2, summtion node.
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Figure 3-141. Noise analysis data for an uncalibrated dark frane

image at 8°C in gain

state 1, summmtion node.
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As was the case in the 1985 data, a prom nent coherent sig-
nal due to the 2400-Hz power supply is visible as a series of
vertical stripes with 42-pixel spacing. Thi s noi se conponent is
also visible as the leftnost spike in the horizontal power
spectrum plot of the coherent noise image (e.g. , Figure 3-130)
wth a spatial frequency of 0.0238 cycles/pixel. Har nmoni cs
derived from this noise conponent appear as prom nent spikes at
spatial frequencies that are integer nultiples of the primary
frequency, with the odd nmultiples appearing nuch nore promnently
than the even. This effect was consistent through all franes
used in the noise analysis study.

A vertical power SEectrum pl ot sonetinmes reveals the
presence of |ow anplitude horizontal coherent noise conponents in
the full-resolution imges, particularly in the higher gain
states. The frequencies of these conponents were below 8 Hz, and
their sources have not been identified.

To evaluate the SSI noise characteristics w thout the ef-
fects of blem shes and CCD spatial sensitivity variations and to

study how noise varies with signal |level, selected flat-field
i mges were radionmetrically calibrated and then analyzed for ran-
dom and coherent noise |levels as described above. Tabl e 3-20

lists the noise statistics for the exposed franes analyzed. In
all cases, the anplitude of the coherent noise is only a snall

fraction of a DN Fi gures 3-143 through 3-152 show the noise
analysis images for selected franes and correspondi ng power
spectra for the coherent noise conponents. Al full-resolution
dark frames show residual uncalibrated 2400-Hz noi se as do ex-

posed frames in gain state 4. Wl | - exposed frames in the |ower
gain states do not exhibit any residual 2400-Hz noise, although
there does remain |owlevel vertical coherent noise at random
spatial frequencies in such frames (e.g., Figure 3-148). The
resi dual coherent noise in the sunmation node franes is generally
vertical at random spatial frequencies for dark frames and ex-

posed franmes in gain states 3 and 4. Exposed summati on- node
franmes in the lower gain states do not exhibit any vertica

coherent noise but do show a pattern of |owlevel horizonta

coherent noise at a frequency matching 60 Hz (Figure 3-150)

When the noise statistics for exposed frames are anal yzed,
it appears that the random noise level remaining in flat-field
images after calibration is nearly equivalent to the theoretical
m nimum | evel expected froma CCD read noise of 31 e- in the
full-resolution node or 44 e- in the summation node, aquantiza-
tion error of about 0.36 DN (or 0.64 DN for summation node in
gain states 3 and 4), and the signal shot noise due to photon
statistics. There does exist an additional residual uncalibrated
noi se conponent that increases linearly with signal level in the
proportions shown in Table 3-21. The residual calibration noise
in the summati on node in gain states other than 4 was too small
to be neasured reliably.
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Tabl e 3-20. Noi se statistics of selected calibrated franes

mean coherent noise random noi se
ain node signal (DN std dev (DN) std dev (DN)
4 NORM 60 0.16 1. 46
4 NORM 110 0.18 1.92
4 NORM 144 0.21 2.16
4 NORM 173 0.28 2.22
4 NORM 213 0.27 2.69
3 NORM 93 0.04 0.87
3 NORM 177 0.09 1.14
3 NORM 225 0.29 1.37
2 NORM 206 0.08 1.08
2 NORM 242 0.08 1. 06
4 SUM 71 0.29 2.25
4 SUM 121 0. 30 3.14
4 SUM 155 0.26 3.21
4 SUM 222 0.24 3.39
3 SUM 175 0.08 0.93
2 SUM 170 0.03 0.77
1 SUM 185 0.02 0.49

Table 3-21. Noi se conmponent due to inperfect calibration as a
percentage of mean signal.

gain sunmat i on residual (%
10K none 0. 38
4 K none 0.27
[ OOK none 0.27
10K 2 X 2 1.00
4 X 2 X 2 - -
100K 2 X 2 -
400K 2 X 2 -
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Figure 3-143

Noi se analysis data for
calibrated dark frame i mage,
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Figure 3-145. Noise analysis data for a radionetrically
calibrated dark frame inmage, 8C, gain state 2, normal node.
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Fi gure 3-148.

cali brated exposed frane,

Noi se anal ysi s
8°C, gain state 2, normal node.
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Figure 3-150. Noise analysis data for a radionetrically
calibrated exposed frame, 8°C, gain state 2, sunmation node.

One- di mensi onal power spectrum
of the horizontal coherent noise
conponent of Figure 3-150.
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The level of digitization noise is increased sonewhat by un-
equal bit weighting, i.e., inaccuracies in the operation of the
anal og-to-digital converter (ADC) that result in bins of une-
qual width. Variations in the DN bin widths nay be inferred when
the nunber of pixels in an inmage with a given DN val ue devi ates
fromthe expected nunber by nore than what woul d be probable
statisticalty, based on other known noi se sources. To obtain a
wel | -defined value for the expected number of pixels for each DN
requi res images possessing a flat or smoothly varying distribu-
tion of signal levels covering a |large range of DN values in one

Image.

The 1989 data set allows for the first time a detailed stud
of the dependence of uneven bit weighting on gain state, as wel
as a nore conprehensive study of the effect in the summation node
t han was possible fromearlier data. Exam nation of the 1989
data showed the follow ng (Reference 2):

L The magnitude of the uneven bit weighting effects in
the full-resolution node is sonmewhat greater than was
seen in 1985, and conparable to that seen in the
smal |l er 1988 data set.

2. In the summation node, uneven bit weighting is qualita-
tively different and larger in magnitude than in the
full -resol ution node.

3. In the sunmation node, mgjor differences were seen in
the pattern of the bit weighting between different gain
states. The 10K and 40K gain data nmatched cl osely but
differed dramatically fromthe 400K gain state. The
smal | anount of data collected in the 100K gain state
appeared simlar to the 400K dat a. In the full-
resolution node, smaller but significant differences
were seen between the 10K and 100K gain dat a.

4, No dependence on frame rate was detected in the full-
resol uti on node.

Based on these observations, it was decided to generate four
separate bit-weighting-corrected DN tables, i.e., for the two ini
aging nodes (full-resolution and sunmation) and for the high (1K
and 40K) and-the low (100K and 400K) gain states

The general procedure used to correct for uneven bit weight-
ing in both the older and in the recent data was the follow ng.
The bin width for each DN in an inmage was cal cul ated by taking
the ratio of the number of pixels with that DN to the nunber ex-
pected for that DN After this was done to all frames in the
data subset being anal yzed, a conposite bin wdth table was con-
structed, using the data fromditferent frames to fill in dif-
ferent parts of the DN scale. In regions of the scale where two
or nore franes overlap, resulting in nultiple independent
neasurenents of a bin wdth, the bin wwidths for these frames were
aver aged. No wei ghting of the nmeasurenents based on counting
statistics or other nmeasures of data quality was done in cal-
culating the average; however, statistical checks were perforned
to see if any of the independent values were outliers ﬁas a
result of poor counting statistics, for exanple) and should be
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omtted fromthe average. \Wen the conposite bin width table was
conplete, a table of DN bin |ower and upper bounds and m dpoints
was built up cumulatively starting at the lowest DN in the table.

The entire table was then shifted by a constant fractional - DN
offset to bring the mdpoints into the closest possible agreenent
with the nomnal DN values. This produced the bit-weighting cor-
rected DN table. For the very highest and | owest DNs, where no
usabl e data exists, nomnal values nmust be assuned.

To calculate bin width it was first necessary to define the
nunber of pixels expected to have a particular DN For the 1989
analysis an attenpt was made to reduce systematic errors by using
no nore adjacent DNs than necessary to estimate the expected num
ber of pixels for a given DN A cl ose exam nation of DN his-
tograns such as that in Figure 3-153 reveals that, if the his-
togramis viewed as a series of odd-even pairs, the menbers of
each pair seemto deviate equally fromthe expected nunber, the
surplus of pixels in one of the DNs being bal anced by a cor-
responding deficit in the other. The magnitude and sign of the
deviations vary fromone pair to another, but alnost always the
pai rwi se symmetry hol ds.

Figure 3-154 shows the pixels/DN distribution when averages
of the nunber of pixels within 2 (or in a few cases 4) adjacent
DN levels are used to define bin width for the full-resolution,
hi gh-gain data set shown in Figure 3-153. Figure 3-155 shows the
conposite bin w dths obtained by nerging the individual frane
data to get a broader range of DNs. Figures 3-156 to 3-158 show
the derived DN bin widths for the |lower gain states and summation

node
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Fi gure 3-153. H stogram of the DN values in a typical zero-
exposure high-gain frame taken to study light |eak.
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Figure 3-154. Histogram of Fig. 3-153 after 2- or 4-DN averaging
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Figure 3-156. DN bin widths for full-resolution node, |owgain
state.
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Figure 3-157. DN bin widths for summation node, high-gain
stat es.

87




3.C —

2.5 -

A DN BIN

1.0

0.5~ 4

0 | | | ] L l I
0 32 64 96 128 160 192 224 256

DN LEVEL

Figure 3-158. DN bin widths for summation node, |owgain states.

Table 3-22 tabulates the corrected DN val ues for 10K/ 40K and
100K/ 400K for full-resolution node and sunmmation node. Fi gures
3-159 to 3-162 plot the deviation of each corrected DN fromits
nom nal value for the four derived correction tables. Table 3-23
gives the average digitization noise |levels for the inages used
In this study before and after the uneven bit weighting correc-
tion is applied. Data taken at the different calibration tem
peratures show that the uneven bit weighting patterns change with
tenperature, so if the instrument is operated at an off-nom na
tenperature in flight,it will be necessary to performinflight
calibrations to correct for this effect.

Tabl e 3-22. DN val ues corrected for uneven bit weighting based
on analysis of 1989 SSI calibration data at +8°C.

corrected DN

nom nal full -res. node sunmati on node
DN 10K/ 40K 100K 10K/ 40K 100K/ 400K
0 —
1 1. 256
2 2. 257
3 3.235
4 4,235
5 4. 695 5.262 4. 864
6 5. 695 6. 262 5. 864
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Tabl e 3-22 (continued).

corrected DN

nom nal full-res. node summati on node
DN 10K/ 40K 100K 10K/ 40K 1 00K/ 400K
7 - 7.141 - 7.227
8 7. 645 8. 141 7.518 8.227
9 8. 998 9. 064 9. 239 9.202
10 9. 998 10. 064 10. 239 10. 203
11 10. 838 10. 889 11. 206 11. 054
12 11. 838 11. 889 12. 206 12. 054
13 13.104 13. 096 12. 990 13. 280
14 14.104 14. 096 13. 545 14. 280
15 15. 118 15. 063 13.571 15. 031
16 16. 118 16. 063 15. 016 16. 032
17 17.118 17.163 17. 257 17.289
18 18.118 18. 163 18. 257 18. 289
19 18. 900 18. 940 19. 244 19. 015
20 19. 900 19. 940 20. 244 20. 015
21 21. 107 21. 150 21. 284 21.292
22 22.107 22. 150 22.284 22.292
23 23.094 23. 201 22.536 23.212
24 24. 094 24. 201 23.536 24. 212
25 25. 036 24. 893 25.221 25. 249
26 26. 036 25. 894 26. 221 26. 249
27 26. 883 26. 826 27. 215 26. 931
28 27.883 27.826 28. 215 27.931
29 29. 037 28.980 29. 264 29. 186
30 30. 037 29. 980 30. 264 30. 186
31 31.013 30. 987 30.513 30. 987
32 32.013 31.987 31.513 31.987
33 33.082 33.083 33. 259 33. 254
34 34,082 34,083 34. 260 34, 254
35 34,937 34.900 35. 238 35. 030
36 35. 937 35. 900 36. 238 36. 030
37 37.081 37.067 37. 265 37.236
38 38. 081 38. 068 38. 265 38. 236
39 39.191 39.121 38.520 39. 124
40 40. 191 40. 121 39.521 40. 124
41 41. 073 41. 055 41. 242 41. 223
42 42.073 42. 055 42.242 42.224
43 42.910 42.922 43.209 43.015
44 43.910 43.922 44.209 44,015
45 45. 045 45.078 44,993 45.216
46 46. 045 46. 078 45. 548 46. 216
47 47.062 47.001 45.574 47. 151
48 48. 062 48. 001 47.019 48. 151
49 49. 060 48. 985 49. 260 49. 121
50 50. 060 49. 985 50. 260 50.121
51 50. 934 50. 892 51. 247 50. 957
52 51.934 51. 893 52.247 51. 957
53 53. 050 53.028 53. 287 53.171
54 54. 050 54,028 54, 287 54,171
55 55.172 55. 098 54,539 55. 063
56 56. 172 56. 098 55. 539 56. 064
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Tabl e 3-22 (continued).

corrected DN

non}gﬁl full-res. ngge sunnati?%OE?dSO
10K/40K 100K 1 400K

57 57.041 56. 964 OK/ 40K 57.133
58 58. 041 57.964 58.078 58. 133
59 58. 931 58. 890 59. 054 58. 944
60 59. 931 59. 890 60. 054 59. 945
61 61. 025 61. 022 61. 269 61. 165
62 62. 025 62.022 62. 269 62. 165
63 63. 236 63. 048 62. 476 63. 016
64 64. 236 64. 048 63. 476 64. 016
65 65. 045 65. 045 65. 201 65. 145
66 66. 045 66. 045 66. 201 66. 145
67 66. 955 66. 944 67.085 66. 973
68 67.956 67.944 68. 085 67.973
69 69. 027 69. 041 69. 219 69. 155
70 70. 027 70. 041 70. 219 70. 155
71 71. 190 71.138 70. 492 71. 051
72 72.190 72.138 71.492 72.051
73 73.018 73.022 73.154 73.121
74 74.018 74.022 74.154 74.121
75 74.956 74. 943 75. 069 74.971
76 75. 956 75. 943 76. 069 75.971
77 77.003 77.015 77.095 77.097
78 78.004 78. 015 77.815 78. 097
79 78. 993 78.933 77.907 78. 866
80 79.993 79. 933 79. 187 79. 866
81 81. 040 81. 024 81.173 81. 147
82 82. 040 82. 025 82.173 82. 147
83 82.984 82. 955 83.076 82.988
84 83. 984 83. 956 84.076 83. 988
85 84.999 85. 015 85. 284 85.132
86 85. 999 86.016 86. 284 86. 132
87 87.190 87. 154 86. 518 87. 049
88 88. 190 88. 154 87.518 88. 049
89 88. 998 89. 007 89. 225 89. 115
90 89. 998 90. 007 90. 225 90. 115
91 90. 954 90. 997 91. 219 90. 987
92 91. 954 91.998 92.219 91.987
93 92.970 92.914 93. 268 93.169
94 93.970 93.914 94. 268 94. 169
95 95. 195 95. 057 94.517 95.011
96 96. 195 96. 057 95. 517 96. 011
97 96. 999 96. 961 97. 263 97.107
98 97.999 97.961 98. 264 98. 107
99 98. 983 98. 973 99. 242 98. 985
100 99. 983 99. 973 100. 242 99. 985
101 100. 980 100. 963 101. 269 101. 114
102 101. 980 101. 963 102. 269 102. 114
103 103. 178 103. 131 102. 524 103. 001
104 104. 178 104. 131 103. 525 104. 001
105 104. 974 104. 944 105. 246 105. 089
106 105. 974 105. 944 106. 246 106. 089
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Tabl e 3-22 (continued).

corrected DN

nom nal full-res. node summati on node
DN 10K/ 40K  _100K 10K/ 40K 100K/ 400K
107 7T06.9/7/4 106. 951 106. 965
108 107. 974 107. 951 108.213 107. 966
109 108. 949 108. 939 108.997 109. 052
110 109. 949 109. 939 109.552 110. 052
111 110. 880 110. 799 109.578 110. 740
112 111. 880 111. 800 111.023 111. 740
113 112.972 112. 949 113.264 113. 070
114 113. 972 113. 950 114.264 114. 070
115 114. 992 114. 980 115.251 114. 980
116 115. 992 115. 980 116.251 115. 981
117 116. 956 117. 001 117.291 117. 063
118 117. 956 118. 002 118.291 118. 064
119 119. 186 119. 142 118.543 119. 009
120 120. 186 120. 143 119.543 120. 010
121 120. 948 120. 969 121.228 121. 033
122 121. 948 121. 970 122.228 122. 034
123 122. 975 122.982 123.222 122.974
124 123. 975 123. 982 124.222 123. 975
125 124. 921 124. 962 125. 271 125. 045
126 125. 921 125. 962 126. 271 126. 045
127 127. 541 127. 147 126. 520 126. 956
128 128. 674 128. 148 127.520 127. 956
129 129. 137 129. 024 129. 266 129. 075
130 130. 003 130. 024 130. 267 130. 075
131 131. 037 131. 023 131. 245 131. 015
132 132. 037 132. 023 132. 245 132. 016
133 132. 951 133. 006 133. 272 133. 081
134 133. 951 134. 006 134. 272 134. 081
135 135. 161 135. 125 134. 527 134. 940
136 136. 161 136. 125 135. 528 135. 940
137 136. 938 136. 986 137. 318 137. 043
138 137.938 137. 986 138. 318 138. 044
139 139. 005 139. 021 139. 186 138. 986
140 140. 005 140. 021 140. 186 139. 986
141 140. 906 140. 969 140. 980 141. 031
142 141. 906 141. 969 141. 509 142. 031
143 142. 826 142. 830 141. 528 142. 682
144 143. 826 143. 831 142. 999 143. 682
145 144. 942 145. 002 145. 321 145. 065
146 145. 942 146. 003 146. 321 146. 066
147 147. 024 147. 037 147. 270 146. 995
148 148. 024 148. 037 148. 270 147. 995
149 148. 922 149. 011 149. 337 149. 049
150 149. 922 150. 011 150. 337 150. 050
151 151. 166 151. 118 150. 543 150. 946
152 152. 166 152. 118 151. 543 151. 946
153 152. 929 152. 971 153. 309 153. 006
154 153. 929 153. 971 154. 309 154. 006
155 155. 018 155. 050 155. 242 154. 994
156 156. 018 156. 050 156. 242 155. 994
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Tabl e 3-22 (continued).

corrected DN

nom nal full-res. node sunmati on node
DN 10K/40K 100K 10K/ 40K 100K/ 400K
157 156.900 156. 953 - . 157. 003
158 157. 900 157. 953 158. 297 158. 003
159 159. 281 159. 252 158. 540 159. 053
160 160. 281 160. 252 159. 540 160. 053
161 160. 934 160. 993 161. 327 161. 038
162 161. 935 161. 994 162. 327 162. 038
163 163. 042 163. 071 163. 293 162. 999
164 164. 042 164. 071 164. 293 164. 000
165 164. 902 164. 980 165. 334 165. 034
166 165. 902 165. 981 166. 334 166. 034
167 167. 140 167. 138 166. 535 166. 888
168 168. 140 168. 139 167. 535 167. 888
169 168. 901 168. 958 169. 300 168. 988
170 169. 901 169. 958 170. 300 169. 988
171 171. 017 171. 063 171. 263 170. 988
172 172. 017 172. 063 172. 263 171. 988
173 172. 874 172. 950 173. 089 173. 027
174 173. 874 173. 950 173. 717 174. 027
175 174. 702 174. 753 173.726 174. 615
176 175. 702 175. 753 175. 098 175. 615
177 176. 915 176. 996 177. 316 177.027
178 177.915 177.996 178. 316 178. 028
179 179. 041 179. 078 179. 276 179. 001
180 180. 041 180. 078 180. 276 180. 001
181 180. 902 181. 014 181. 322 181. 013
182 181. 902 182. 014 182. 322 182. 013
183 183. 163 183. 211 182. 527 182. 896
184 184. 163 184. 212 183. 527 183. 896
185 184.914 185. 077 185. 274 185. 036
186 185. 914 186. 077 186. 274 186. 036
187 187. 036 187. 065 187. 216 186. 963
188 188. 036 188. 065 188. 216 187. 963
189 188. 882 188. 893 189. 337 188. 946
190 189. 883 189. 893 190. 337 189. 946
191 191. 355 191. 236 190. 474 190. 932
192 192. 355 192. 236 191. 474 191. 932
193 192. 906 192. 917 193. 277 192. 963
194 193. 906 193. 917 194. 277 193. 963
195 195. 090 195. 122 195. 298 195. 007
196 196. 090 196. 122 196. 299 196. 007
197 196. 871 196. 866 197. 282 196. 932
198 197. 871 197. 866 198. 283 197. 932
199 199. 192 199. 151 198. 535 198. 840
200 200. 192 200. 151 199. 536 199. 840
201 200. 870 200. 868 201. 255 200. 892
202 201. 870 201. 868 202. 255 201. 892
203 203. 028 203. 105 203. 289 202.974
204 204. 028 204. 105 204. 289 203. 974
205 204. 788 204. 836 205. 085 204. 910
206 205. 788 205. 836 205. 708 205. 720
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Tabl e 3-22 (continued).

corrected DN

non%RFI full-res. qggﬁ sunnati?n Q?de
1 40K 00K/ 400K

207 2%85éégﬁ 206. 597 §%§47%§ 206. 215
208 207.593 207. 597 207. 097 207. 406
209 208. 841 208. 885 209. 260 208. 926
210 209. 841 209. 885 210. 260 209. 926
211 211. 043 211. 097 211. 346 210. 974
212 212. 043 212. 097 212. 346 211. 974
213 212. 813 212. 824 213. 296 212.923
214 213. 813 213. 824 214. 296 213.923
215 215. 208 215. 178 214.536 214. 833
216 216. 209 216.178 215. 537 215. 833
217 216. 821 216. 800 217. 225 216. 881
218 217. 821 217. 800 218. 225 217. 881
219 219. 041 219. 079 219. 289 218. 965
220 220. 042 220. 079 220. 289 219. 965
221 220. 800 220. 803 221. 203 220. 883
222 221. 800 221. 803 222.203 221. 883
223 223. 349 223.371 222. 601 223. 089
224 224. 349 224.371 223. 601 224. 089
225 224. 885 224. 887 225. 283 224.919
226 225. 885 225. 887 226. 283 225.919
227 227. 146 227.126 227.333 226. 971
228 228. 146 228.126 228. 333 227.971
229 228. 849 228. 885 229. 266 228. 893
230 229. 849 229. 885 230. 266 229. 893
231 231. 231 231. 180 230. 557 230. 812
232 232. 231 232. 180 231. 557 231. 812
233 232. 837 232. 854 233. 231 232. 853
234 233. 837 233. 854 234. 231 233. 853
235 235.100 235. 106 235. 293 234. 951
236 236. 100 236. 106 236. 293 235. 951
237 236. 794 236. 838 236. 871 236. 868
238 237. 794 237. 838 237. 268 237.548
239 238. 571 238. 561 237.271 237. 954
240 239. 571 239. 561 238.874 239. 274
241 240. 851 240. 883 241. 271 240. 889
242 241. 851 241. 883 242.271 241. 889
243 243. 119 243. 119 243. 332 242.974
244 244.119 244.119 244,332 243. 974
245 244. 829 244. 886 245. 267 244.917
246 245. 829 245. 886 246. 267 245. 917
247 247. 280 247. 230 246. 598 246. 812
248 248. 280 248. 230 247.598 247. 812
249 248. 822 248. 870 249. 277 248. 865
250 249. 822 249. 870 250. 277 249. 865
251 251. 113 251. 111 251. 330 250. 940
252 252.113 252. 111 252. 330 251. 940
253 252. 823 252. 868 253. 271
254 253. 823 253. 868 254. 271
255 254. 530
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Tabl e 3-283. Digitization noise in 1989 ssicalibration data
before and after correcting for uneven bit weighting.

digitization noise (DN

full -resolution node sunmmat i on node
| OK/ 40K 100K | OK/ 40K | 00K/ 400K
DN before after before after before after before after
range corr. corr. corr. corr. corr. corr. corr. CoOrr.

7-32 354 . 327 .356 . 337 .661 .495 .349 . 326
33 - 64 343 . 331 325 .316 . 628 . 476 .323 . 308
65 - 96 330 . 320 .320 . 313 .565 . 443 .313 . 301
97 - 128 .378 . 342 0320 . 309 .634 . 480 .319 . 307
129 - 160 0339 . 318 .329 317 .657 . 494 .327  .314
161 - 192 360 . 329 .344 . 324 . 648 . 495 347 . 332
193 - 224 .393 . 346 .395 . 346 .622 . 478 .401 . 370
225 - 252 .402 350 .382 . 339 . 704 . 514 449 . 404

7 - 252 .364 .333 .348 . 325 .636 .482 .368 .334

F. Col or Reconstruction

The approach adopted for color reconstruction of SSI inages
was described in Reference 1. The reconstruction nethod is sone-
what different for inage display on a CRT and display on a
phot ographic print. The anal ysis discussed here was done using
color test target inages fromthe 1985 SSI calibration data set
converted to radionetric units using the results of the 1985 SS|
calibration. Using the old 1985 data should be sufficient to
val idate the color reconstruction techniques that have been
devel oped. Parameter val ues to be used for color reconstruction
offlight data will be updated using the |atest available SS|
pre-launch or inflight calibration results.

For display on a CRT, the proper relative DNs to apply to
each channel are given by

[ DN] = [ KI''[ x ][ M] [ R]

wher e

[ x] is a3 x 3 matrix of CIE tristinulus values for
t he col or output by each of the three individual
di spl ay channel s

[ K] isa 3 x 3 diagonal matrix of constant factors
that determ ne the color balance between the three
channel s of the CRT

[ M] is a 3 x n transformation matrix corresponding to
the n separately filtered SSI input inages

[ R] isanx1mtrix of reflectivity values for the
n SSI filtered images.
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Calibrations of the MPL color CRT used to display color
reconstruction test inmages have yielded values of g between 2.1
and 2.8 at various times. The val ue measured imediately after
recal i bration of the nonitor was 2.25. This val ue was used in
the color reconstruction tests discussed bel ow

Calibration images of the color test target acquired through
the violet, green, and red filters were calibrated into radi ance
units and input to the matrix [R]. A col or reconstructed inage
was generated and displayed on the MPL color CRT. Measurenents
were then made of the chromaticity values of selected color
squares in the test imge as displayed on the nonitor. These
val ues were conmpared with the expected val ues cal cul ated using
the previously neasured spectral radiance of the MM collinator
viewed through the thermal vacuum chanber w ndow and the spectra
transmttance of the test target squares thensel ves. Three of
t he squares selected fell conPIeter within the color space
detectable by the SSI and displayable by the CRT. Two ot her
squares were selected that represented the brightest red and

nearly the brightest green squares in the target. These two
squares fall outside of the capabilities of the CRT to display
accurately; however, it is still desirable that the color

reconstruction technique result in highly saturated col ors of
nearly the correct hue for such squares. Table 3-24 lists the
expected and actual chromaticity coordinates of the five selected
col or target squares. The relative | um nance are also |isted
normal i zed to that of square 5/7. The chromaticity coordi nates
are plotted on the standard CIE chromaticity diagramin Figure
3-163. The actual chromaticity coordinates match those expected
reasonably well for the three squares whose col ors shoul d_have
been detectable and di splayable (5/7, 7/6, and 11/7). Their
relative |um nance are also well reproduced. The chromaticity
coordinates for the other two squares also match those expected
fairly well, although the green square is |ess saturated than it
should be. The relative |um nance values are also quite a bit
| ess than they should be relative to those of the other three
squar es.

Table 3-24. Col or target chromaticity coordinates (x,y) and
relative lum nance (Y) conparison (expected VS.
reconstructed) for a CRT displayed imge

Expect ed Measur ed y
X Y X
Square  —o— X 0 -5 ¢ T.0
716 . 453 . 323 0.99 434 . 295 1.0
11/7 . 382 . 349 0. 86 . 363 . 306 0.81
1/3 . 696 . 302 4,74 . 642 . 319 2. 17
1712 . 439 .534 4.23 . 482 . 446 1.51
For display of a reconstructed color ImMge using a
Photo raphic print, a nuch nore conplicated algorithmis required
han for a display. This is so because color photography in-
volves a subtractive process. In Reference 1, an algorithm was
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Figure 3-163. Standard CIE chromaticity diagram show ng the ex-
pected and neasured chromaticity coordinates for radiance of
five selected color squares fromthe SSI color test target.
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devel oped under the assunptions that the process is additive and
rint reflectivity is linear wwth DN.  Both these assunptions are
nown to be incorrect. Therefore, a revised algorithm was
devel oped and is described bel ow.

Di scussions with MPL and the JPL Photolab indicate that the
adopt ed goal of the JPL filmrecording/photoprocessi ng procedure
is to achieve a transm ssion density on the color negative in
each channel that is linear with input DN. This process then
results in a color print having reflectance densities that are
also nearly linear with input DN.  Thus for color processing, the
traditional linear D vs. log E characteristic used in black-and-
white processing (D = density, where density = -log(t), t "“nega-
tive transmssion or print reflectivity; E = exposure, which is
proportional to input DN) has been replaced by a linear D vs. E
characteristic for each color channel. In order to be able to
produce a color print that acceptably approxi mates the "natural"
colors in the original scene, we nust be able to produce print
reflectivities that are linear with the original scene reflec-
tance at a given wavel ength. This can nost easily be done by
doing a transformation from DNs that are proportional to scene
reflectance to DNs that are proportional to |og(reflectance)
prior to sending themto the filmrecorder

The actual transformation is in%htIy more conplicated than
this, however, because the minimum reflectivity of a photographic
print is only about 2% rather than zero, and the maximumis only
about 75% rather than 100% Therefore, even though we can com
pute calibrated scene reflectivities on a scale of Oto 1, the
pest that we can produce on a print is a napping of scene reflec-
tivities, r, to print reflectivities, R of something like

R=kxr +B=AxDN+B,

where DN is a value proportional to the actual scene reflec-
tivity, and Bis the mninumprint reflectivity. Wth respect to

the DN value input to the filmrecorder, DN, however, the
resulting print reflectivity will be approxinmated by
R = 10™°",

[f we define the maxinmum print reflectivity to be C and assune an
8-bit scale, we can derive

255 log [(C B)DN (255B) + 1]
l og (C B)
for the mapping from DN proportional to scene reflectivity to DN
to send to the filmrecorder. This mapping can be different for

eﬁch col or channel since B and C can differ for different chan-
nel s.

DN* =

~ The discussion above addresses the relationship between
print reflectivity and input DN to the film recorder; however, it
does not address the renmaining problem that the color
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phot ographi c process is actually subtractive rather than addi-
tive. In practice, for any color that requires non-zero DNs from
more than one channel, errors will be introduced because of
“cross tal k" between the Channels, I.€. , the print refl ectance at
t he wavel ength of one channel will be affected by the anount of
reflectance reproduced at the wavel ength of another channel. The
follow ng discussion outlines a "natural" color reconstruction
al gorithm for photographic prints that includes an approxi mate
first-order conpensation for channel "cross talk" effects.

The photographic print produces colors by subtracting (i.e.,
absorbi ng) varying anounts of the light incident upon it at each
wavel ength and reflecting the rest to the observer. For exanple
absorption of red light occurs in one |ayer of the photographic
emul sion (allowing cyan to be reflected) , subtraction of green
['ight in another (allomﬁn%]reflection of magenta), and subtrac-
tion of blue light in a third (allowng reflection of yellow).
The anmount of absorption increases with the anount of |ight ex-
posure supplied to each layer during the printing process. If
the wavel engths of |ight absorbed in each enmulsion |ayer were to-
tally independent of those absorbed in the other layers, we could
express the reflectivity of the color print at any wavelength, W
in terms of the DN applied to the channel that exposes the
rel evant absorbing |ayer by

. 1 OwaN*-y
R .

as discussed above for the JPL photo processing procedure. The
maxi mum reflectivity results when DN = 255. Thus ,

RWR w, X 10Xw(DN*-255).

Unfortunately, the wavel engths absorbed by each | ayer are not to-
taIIY I ndependent; each layer in fact absorbs sone |ight at all
wavel engt hs. Therefore, the reflectivity at any wavelength is
more properly given according to Beer's |aw by

*_
RW = RWrTBX (loxwr(DNr* -255) ) (loxwg(DNg* -255) ¢« (! Oxwb( DNb 255)

XWrDNr* +xwgDNg* +xwbDNb* -255(Xwr+Xwg+Xwb
=Rw max (10 gonNg ( 9 ),

where the subscripts indicate the red, green, and blue channels
of the filmrecorder and the x’s apply at wavel ength w

Since what is really desired for “natural” color reconstruc-
tion is to match the tristinulus values of the scene reflectance
on the print, we nust convert the equation above for print
reflectivity to one for print tristinulus values. W' have
elected to conmpute this conversion exactly for three standard
colors and to use the sane conversion for all other colors ac-
cepting any errors that mght result fromthis approximation.
Recogni zing that the tristinulus values of the print reflectance
are given by convolutions of the standard color matching func-
tions with the spectral reflectance, we observe that the tris’
tinulus values for a given spectral reflectance can be witten as
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10V %+ XxbDNb*-2 55 ( XX T +XXg+Xxh)
x/xmax

vy = 1 0" """ +x,,DN, = xybDNb*- 255 ( Xyr +Xyg+Xyb)

Z/2 — 1 0°*"°"'*+xzgDNg*+xzbDNb*.255 ( XZr +Xzg+Xzb)
max f

where the nine x's are constants independent of wavel ength.
These nine constants can be solved for given the three standard
colors to match, knowedge of X .., Y . . and the values
of X, Y, and Z when the DN* ‘s are a | zero.

The solution is as follows:
[L] = [x] [DN*] - 255 [sum x]

wher e
[L] 3x3 matrix of |og (X/Xmax) log (Y/'Y,), log (Z/2,)
X 3x3 matrix of unknown xS’
DN*] = 3x3 matrix of DN values sent to the filmrecorder
sum x] - 3x3 matrix of the sums of the xx's, Xy's, and XzZ's.

Note that 255 [sum x] is also given by -log (X,./ X.)r -log

(Ymin/'Y max) and -log (Z,/Z..) when all DN s are zero. _
prints havé shown that these values are all about 1.25. [x] is

then given by
x] = {[L] + 125} [ DN*]".

The three standard colors chosen to be matched are white and the
magenta and yel |l ow produced when one film recorder channel is
supplied with zero DN and the two ot hers have 255 DN. Thi s
selection permts a first-order conpensation for col or channel
“cross talk” since two or three layers of enulsion are exposed on
the negative and must transmt light on the print. Col or test
target prints have been generated consisting of squares for which
one, tw , and three filmrecorder channels were driven wth
various DN levels, and the spectral reflectance and tristimulus
val ues of each col or square have been neasur ed. The results of
t hese neasurenments were used to determne the matrix [x] needed
to fit the white, nmgenta, and yellow tristinulus val ues.

This [x] matrix was then used to determne the DN* to send
to the filmrecorder to match the tristimnmulus values for any
ot her scene reflectance using

[DN] = w{[L] + 1.25}.

To match the range of reflectance available in a
phot ographic print, it is desirable to scale the scene reflec-
tance tristimlus values prior to conputing matrix [L]. This is
done as follows. Using the standard definition of chromaticit
coordinates (i.e., x = X/ (X+Y+Z) and y = Y/(X+Y+Z)), the range o
possi ble colors that can be reproduced on a print is defined.
The resulting chromaticity coordinates and the sum Q = X+Y+Z for
the cases with 255 DN applied to one, two and three channels were
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derived. Figure 3-164 shows these coordinates plotted on a
chromaticity diagramalong with their Q val ues. The value of Q
gives a nmeasure of the maxinmumtotal reflectance possible from
the print for the given col or. An estimate of the maxi num
reflectance possible fromthe print for any internediate color is
made by interpolating between the 7 Q val ues neasured. This in-
terpolation is done by fitting triangular planes in (x, Y,
space between the neutral data point and each pair of two
“adjacent” colors plotted in Figure 3-164. The desired scaling
factor for the scene tristimulus values, T, is conputed by com
paring the sumq = T+T+T,to Q at the x,y chromaticity coor-
di nates defined by tie scene reflectance tristinulus val ues,
i.e., X = T/(TATAT,) and y = T/ (T+TAT,). For each pixel, the
quantity s = Qq is conmputed. H stograns of s are conpiled for
the entire frane and for areas of approxinately equal colors.
These approximately equal color areas are defined to be areas in
the x,y plane wth dinmensions of 0.02 units on a side. The value
of parameter S is determned such that either

a) the nunmber of pixels having s > S over the entire frane
equal s a user-defined percentage of the total pixels
(e.g., 10% or 64,000 for a non-sunmmation node frane),

or b t he nunber of pixels having s > S in any area of ap-
proxi mately equal color equals a user-defined percent-
agelog the total pixels in the frane (e.g., 1% or 6400
pi xel s),

Is true, but not both. For pixels whose x,y values fall outside

0.5

0.4-

R 46.1
> 0.3-

0.2-

0'10.1 0.2 0.3 0.4 0.5 ¢ 6

X

Fi gure 3-164. Seven-col or test print chronaticity coordinates
and Q val ues
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of the area outlined in Figure 3-164, the value of Q at the in-
tersection of a line joining (x, y) and the chromaticity coor-
dinates of neutral (.339,.339) with the border outlined in the
Figure is used in conputing s.. The value of s in this case is
grouped with the histogram for the approximately equal color area
containing this intersection point.

The scaled tristinmulus matrices for the scene at each pixe
are then determned by

[t] =[T] XS

Matrix [L] is calculated for each pixel by
I
[L] = I

The [DN*1 calculated fromthis [L] matrix should require no fur-

ther scaling; however, DN values < 0 nust be set to O and DN
val ues > 255 nust be set to 255.

Figure 3-165 is the best "natural" color reconstruction of
the color test target photographed by the SSI in the thernal
vacuum chanber using the above algorithm  The tristimulus val ues
of the reflectance fromthe three color squares selected for
determning the conversion from calibrated scene reflectance to
tristimulus values (5/7, 7/6, 11/7) as well as the two highly
saturated squares (1/3, 1/12) were neasured off the print and
conpared to the expected values. The results are listed in Table
3-25. The agreenent is quite good.

Table 3-25. Color target chromaticity coordinates (x,y) and
relative reflectance (Y) conparison (expected vs.
reconstructed) for a color photographic print

Expect ed Measur ed
Squar e X Y Y y Y
57 . 284 302 1.0 . 287 .334 1.0
716 471 . 323 1.03 . 482 . 329 1.23
11/ 7 . 398 . 350 0. 87 . 395 . 359 0.97
1/3 . 698 . 301 5.29 .544 . 344 2.90
1712 . 445 . 529 4,25 . 499 . 425 7.89

G Li ght Leaks

Light leak tests were perforned for the 1989 calibration
primarily to verify trends established during tests in 1984/1985
of the effectiveness of the closed camera shutter in blocking out
l'ight. Fifteen zero exposure frames using high gain (10K) were
acquired: ei%ht through the clear filter for 60 2/3-, 30 1/3-, 8
2/3- and 2 |/3-sec frame rates, plus several franmes at 60 2/3-sec
through various other filters. These tests were all perforned at
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Figure 3-165.  “Natural” color reconstruction of color test tar-
get illumnated by the M/M collimtor and viewed through the
thermal vacuum chanber w ndow
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three canera operating tenperatures; however, only the data ac
quired at +8°C have been analyzed in detail. No significant dif-
ferences were observed at other tenperatures. | mages were re-
corded both in total darkness and with the SSI view ng the xenon
| ight cannon as a source of high-level illumnation. The dif-
ference in DN values for the 1llum nated and non-ill um nated
franes is a neasure of the magnitude of the light |eak.

Table 3-26 lists the franes, the average DN after subtrac-
tion, and, wusing the high gain conversion factor of 38.7 e-/DN,
t he average electron yield. The average DN is converted to
equi val ent xenon cannon |um nance by using a conversion factor of
920 DN/ftL-sec for the clear filter in gain state 4. Average in-
tegration tines are 27.9 sec in the 60 2/3-sec inmaging node, 14.7
sec in the 30 |/3-sec node, and 4.6 sec in the 8 2/3-sec node
(maximumintegration 'tines are approximtely tw ce these val ues),
2 1/3 sec for the 2 |1/3-sec node, and 4 2/3 sec for the 2 |/3-sec
ext ended node. The | eakage-equi val ent | um nance divided by the
actual |lum nance of the calibration light source (6200 ftL)
yields the fraction of the incident |ight reaching the detector
with the shutter closed.

Table 3-26. Light |eak neasurements obtained by_conpariq? zer o-
exposure images made in darkness and with a 6200 ftL
calibration light source.

Filter Frane Avg. Avg. equivalent Leakage Ratio
Rat e DN e’ Lum nance Fraction to
(sec) (ftl) 1985

A ear 60 2/3 sat . n/ a

d ear 30 1/3 91.6 3545 0. 00677 1.092x10° 2.70

d ear 8 2/3 27.3 1057 0. 00645 1. 040X10- ° 2.57

C ear 2 1/3 75.8 2933 0. 00883 1.424x10° nla

C ear 2 1/3, 140.1 5422 0.00816  1.316x10° nl/a

72708 60 213 3.2 124 0.00012  2.011X10-° 2.96

The | eakage fraction has increased by nearly 3 tines conpared to
that neasured in 1985. No explanation for this increase has been
gener at ed.

The bri%htness of Jupiter seen at zero phase is 330 ftL, a
factor of -18 |ower than the calibration Iight source, and hence
t he amount of light reaching the detector would be lower by this
factor, as shown in Table 3-27. It can be seen that the anount
of light reaching the detector is not insignificant. The varia-
tion with filter selection suggests that the |eakage is occurring
along the optical axis of the iInstrument, since otherw se no de-
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pendence on filter choice would be expected. Viewing Jupiter or
Its satellites at |ow Ehase angles in the high gain state should
be avoi ded when high photonetric accuracy is desired. Zero ex-
posure calibration frames of Jupiter and its satellites should be
acquired in this configuration, in order to allow subtraction of
this effect fromthe raw data set.

Table 3-27. Expected light reaching the detector from the disk
of Jupiter at zero phase in various inmaging nodes with the
shutter closed.

Filter Franme Avg. Avg. Equi val ent

Rat e DN e Lum nance

(sec) (ftL)
C ear 60 2/3 9. 26 358 3.60x10*
C ear 30 1/3 4.88 189 3.61X10*
C ear 8 2/3 1.45 56 3.43X10-"
d ear 2 1/3 4.03 156 4.69X10°"
C ear 2 1/3, 7.46 289 4, 34X10-"
7270A 80 23 0.17 7 6. 62X10°
H. Internal Scattering/ Ghosts

Scattered light has been observed in the pre-launch SSI data
both with the optics cover off and with the cover on. Pre-launch
calibration data with the cover off include knife-edge inages
(see Sec. 11.C) and navigation target images with circular and
crescent “planets” acquired in the thermal vacuum chanmber at 8°C
A set of horizontal MIF wide-bar images in all 8 filters was ac-
quired in an anbient roomtenperature environnent with the cover
both on and off.

The cover-off knife-edge inmages were acquired in the 100K
gain state through all eight filters. Scattered light is ob-
served extending out beyond 100 pixels from the white/black edge,
with the response dropping to [ess than 5% of the peak signa
wthin the first 25 pixels fromthe edge in all filters. The
edge is defined as the m dpoint between the peak and background.
Variation in the response W ng shape with wavel ength is evident.
Larger scattering is observed Iin the shortest and | ongest
wavel engt hs. These variations are characterized in Table 3-28,
where for each filter the ratio of scattered |ight response to
the peak DN is listed for six sanpled distances from the edge.
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Table 3-28.
si gnal
DN
Filter  max.
Vi ol et 116
G een 158
Red 228
A ear 220
7270 A 189
7560 A 227
8890 A 80
>9680 A 79

Scattered |ight

| evel s as a fraction of the maxi num

Pi xel s from edge

+25

. 034
. 019
. 026
.014
. 048
. 035
. 038
. 050

. 034
. 013
. 022
. 009
. 042
. 031
. 025
. 025

. 034
. 013
. 018
. 009
. 037
. 026
. 025
. 025

+50 +75  +100

. 026
. 013
. 018
. 009
. 032
. 026
. 025
. 025

+200

. 017
. 006
| 009
. 005
.021
. 013
. 013
. 013

+300

. 009
. 006
. 005
. 005
011
. 004
. 013
. 013

Fi gures 3-166 through 3-173 are plots of 50-1ine averages of

hori zont al

| ine traces across the knife edges.

The background

dark current has been renoved in these traces.

| mage,

violet filter
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Figure 3-166. Average line Figure 3-167. Average line
trace for knife edge trace for knife edge

| mage, green filter
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Figure 3-168. Average line Figure 3-169. Average line
trace for knife edge trace for knife edge
image, red filter I mge, clear filter
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Figure 3-170. Average line Figure 3-171. Average line
trace for knife edge trace for knife edge
I mage, 7270 A filter I mage, 7560 A filter
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Figure 3-172. Average line Figure 3-173. Average line
trace for knife edge trace for knife edge
I mage, 8890 A filter image, >9680 A filter
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~ Images of the navigation target in each filter were also ac-
quired in the thernmal vacuum chanber with the cover off. Scat -
tered light is seen at about the 1% level out to 20 pixels from

the linb of the |argest"planet".

are exanpl es of horizontal

Figures 3-174 through 3-181

line traces for these images. The

peak signal level is cut off in these plots since it exceeds 255

DN in gain state 4.
about 75,000 e-,

The act ual

_ peak signal was targeted to be
equi val ent to about 1940 DN in gain state 4.

Variations in the wing shape as a function of filter are consis-

tent with the knife-edge results.

The |l evels of internal scat’

tered light reported here should be taken as upper limts on the

actual SSI scattered |ight.

Sone of the scattering seen here may

be due to scattering within the MM collimator or fromthe ther-

mal vacuum chanber w ndow.
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Figure 3-174. Navigation Figure 3-175. Navigation
target trace through target trace thro_uPh
"Planet", violet firlter "Planet", green filter
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Figure 3-176. Navigation Figure 3-177. Navigation
target trace through target trace throuf;h
"Planet", red filter "Planet", clear filter
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Figure 3-178. Navigation Figure 3-179. Navigation
target trace through target trace through
“planet”, 7270 A filter “planet”, 7560 A filter
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Figure 3-180. Navigation Figure 3-181. Navigation
target trace through target trace through
"Planet", 8890 A filter "Planet", >9680 A filter

Using these data, a nmobdel was devel oped which can be used to

predict scattered light froma source of any size and illum na
tion. A unique scattering function was created for each filter
t hat describes the attenuation of the illum nation on a single

source pixel as a function of distance fromthe source pixel.
The scattered |ight expected from an individual pixel is obtained
bK mul tiplying the attenuation factor (for the distance between
that source pixel and the point at which the scattered light is
to be predicted) by the illumnation at that pixel. To conpute
the scattered |ight expected from a conplicated illum nated
scene, contributions from individual source pixels are sumed
over the source area
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Construction of the attenuation curves was acconplished by
usi ng point spread function approximations derived from MIF data
for the distance range between O and 2 pixels for each separate
filter (see Sec. IV.B) and data fromthe pre-launch Utah State
off-axis calibration for distances beyond approxi mately 1000
pixels for all filters (see Reference 1). Internediate points on
these curves were determined as follows. For each filter, a best
guess curve was used to predict the scattered |ight expected in
the pre-launch navigation and knife edge calibration inmges.
This was done by mathematically nodeling the shapes of the il-
| um nated source areas in the inmages and then summ ng the ex-

pected scattered light contributions fromeach illumnated pixel
at a particular location in the non-illumnated portion of the
frame. It was assuned that the scattering is radially symetric

about each source pixel, and a nmean value was used for the il-
| um nation over the source areas. The attenuation curve for each

filter was then iteratively nodified until it correctly predicted
scattered |light for both navigation target_and kni fe edge franes
to within a factor of 2 of the scattered |ight neasured. There-

fore, these nodels should predict scattered light to within a
factor of 2 for each filter. The attenuation curves are shown in
Figures 3-182 through 3-184. Upon the availability of in-flight

scattered light data, it will be possible to refine these rough
model s.

..........................
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Figure 3-182. Scattered |ight attenuation nodels for clear, red,
and >9680 A filters
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Figure 3-183.
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~Horizontal MIF wide-bar inages were acquired through the WM
collimator at room tenperature through all eight filters wth the

optics cover on and with the cover off. This allowed direct
measurenent of the effects of the optics cover on scattered
l'ight. The cover-on i mages show a 20-25 pi xel w de response

edestal within the dark bars just to the left of the right-hand
oright edge in the violet and >9680 A filters, and possibly also
In green but at a nmuch | ower |evel. Cor r espondi ng cover - of f
i mges do not exhibit such a pedestal. Figures 3-185 and 3-186
conpare the cover-on and cover-off response for the violet and
>0680 A filters, respectively, by plotting a 15-1ine average
hori zontal trace along the right-hand end of a selected dark bar
of the horizontal MIF target. These curves represent the ratio
of raw DN to the peak signal. The peak signals in each case have
been nornalized to 100. Beyond 25 pixels fromthe bright edge,
the cover-on curves match the background of the cover-off curves.
However, for both filters, an elevated pedestal is apparent above
t he background |evel for approximately 20 to 25 pixels fromthe
edge. The anplitude of increased response appears to be ap
proxinatel¥_296of the peak signal for both filters. Pedestals in
|

t he ot her Iters are not apparent in simlar line traces.
50 I T I | 1 | 1 I 40 } 1 ; T | T T
N 45 N 36
0 COVER ON  ----- 0 COVER ON -----
R 40 cover OFF — R 32 COVER OFF
ﬁ"‘ 35 X 28
L 30 } 24
IZE 25 IZE 20
D 20 D 16
E 15 < E 12
A N W S
; 10 v' VU oAy N VY oA P 8
o 5 0 4
N
\ I S L C
E E
0 12 24 36 48 60 0 12 24 36 a8 60
SAVMPLE RELATI VE TO END OF BAR SAMPLE RELATIVE TO END OF BAR
Figure 3-185. MIF bar Figure 3-186. MIF bar
response - cover on response - cover on
Vs. cover off (violet) vs. cover off (>9680 A)

The specular reflectance of the CCD and optics cover (Figure
3-187 and Figure 3-188,_respect|vely% are significant in the
violet and |-mcron regions. Fromthese curves, it would be
reasonable to attribute the observed pedestal to an offset ghost
i mge due to specular reflectance between the CCD and the cover
that is seen nost strongly in the violet and >9680 A filters.
G ven the CCD and cover spectral reflectance the expected

amplitude of a ghost would be about 2% of the primary signal in
violet and about 4% at 1 mcron. |In other filters, the expected

ghost anplitude woul d be about 1%
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Figure 3-187. Specular reflectance of the CCD
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Figure 3-188. Specular reflectance of the optics cover

Section IV - Spatial Resolution
A MIF

In 1989, w de-bar MIF target inmages were collected with the
camera in the thermal vacuum chanber at the nom nal tenperature
of +8° C. | mges were processed and MIF curves obtained for
full-resolution-node images in gain state 2 (10X) of the
horizontal bar target through all erght filters and of the verti-
cal bar target through the clear filter. Summat i on- node i mages
were also acquired of the target in both orientations through the
clear filter in gain state 1 (400K), and in the vertical orienta-
tion with the green filter 1n gain state 4 (10OK). The i nmages
taken with filters 1-7 were |/2-full well exposures, the inmages
through the clear filter were 2/3-full well, and the green sunmma
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tion images were <1/3-full well. Additionally, |ow signal
(<10,000 electrons) level, full-resolution-node inmages were al so
acquired through the green filter in gain state 4 (10K) of the
vertical and horizontal targets at three different exposure set-
tings each.

Data products included photographic prints of images, line
traces, and plots of MIF and phase curves as a function of spa
tial frequency. Plots of MIF anplitude and phase for selected
frames are shown in Figures 4-1 through 4-8. The theoreti cal
diffraction-limted SSI MIF, assum ng perfect focus and a perfect
CCD is shown for comparison for the clear, green, and >9680 A
filters in Fiqures 4-1, 4-3, and 4-4. The MIF values at the Ny-

qui st frequency for all images are tabulated in Table 4-1.
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Figure 4-1. Horizontal -bar MIF anplitude and phase from an image
through the clear filter with 6 |/4-ms exposure time, gain
state 2, nornal node.
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Figure 4-2. Horizontal -bar MIF anplitude and phase from an image
through the violet filter wth 133 |/3-nms exposure tine,
gain state 2, normal node.
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Figure 4-3. Horizontal -bar MIF anplitude and phase, >9680 A fil"
ter, 100-ns exposure tine, gain state 2, nornmal node.
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Figure 4-4.

Vertical -bar MIF anplitude and phase, green filter,
50-ns exposure time, gain state 4, normal node.
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Figure 4-5. Vertical-bar MIF anplitude and phase, green filter,

| /6-ms exposure time, gain state 4,

nor mal node.
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Figure

Figure 4-7.

Figure 4-8.
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-6. Horizontal -bar MIF anplitude and phase, green fil
ter, 4 1/6-ns exposure tine, gain state 4, nornal node.
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Table 4-1. Modul ation Transfer Function at Nyquist frequency for _

the nom nal +8° C data set.

appr ox.

target si gnal MIF

orient. exposure | evel at
(VIH) filter mode gain (msec) (1000 e-) Nyqui st
v cl ear NORM 2 6. 25 84 0. 252
H cl ear NORM 2 6. 25 85 0.328
H vi ol et NORM 2 133. 33 50 0.518
H green NORM 2 6. 25 68 0.381
H red NORM 2 4.16 86 0. 309
H 7270 A NORM 2 16. 67 58 0. 269
H 7560 A NORM 2 12. 50 71 0. 264
H 8890 A NORM 2 133. 33 38 0.077
H >9680 A NORM 2 100. 00 27 0.129
v green NORM 4 50. 00 9 0.328
v green NORM 4 12. 50 2 0.332
v green NORM 4 4.16 1 0. 256
H green NORM 4 50. 00 9 0. 346
H green NORM 4 12. 50 2 0. 320
H green NORM 4 4.16 1 0. 450
H cl ear SUM 1 6. 25 345 0. 544
v cl ear SUM 1 6. 25 318 0. 556
v green SUM 4 4.16 1.3 0. 496
v green SUM 4 8.33 4.2 0.712

The follow ng observations are noted regarding the effects of
signal level, target orientation (horizontal or vertical), fil-
t(ﬁ_r;c and node (full-resolution or sunmation) on MIF and phase
shift:

a) The effect of low signal levels (<I0,000e-) on MF was studied
only for the green filter. In the full-resolution node, there is
no ‘obvious trend in vertical bar or horizontal bar MF as a
function of signal level, but in the summation node, the vertica

bar ”nages show a significant increase in MIF with increasing
signal .

b) In the full-resolution nmode, horizontal bar MIF is slightly
hi gher than the vertical bar MIF in the clear filter (2/3 full-
wel 1) images and noderately higher in the green filter (< 1/3
full-well) images. In sumation node, the MIF is about the same
for the vertical and horizontal bar clear filter inages.
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c) Consistent with earlier data sets, the horizontal-bar MF
degrades with | onger wavel ength filters. At the Nyquist fre-
quency this degradation amounts to a factor of 4 (as conpared to
a factor of 2 1n the 1985 data) between the violet and >9680 A
filters in the +8° data set. The only exception to this trend is
the 8890 A filter which has an MIF | ower than expected.

d) In the full-resolution node there is sone variation but no
definite trend in the vertical bar phase shift with signal |evel
whereas in the vertical bar sunmation inmages, phase shift is
| arger with increasing exposure. The horizontal bar phase shift
does not change significantly with signal level in the full-
resol uti on node.

e% There is no apﬁarent trend in phase shift in a conparison of
the vertical and horizontal bar images in full-resol ution-node.
Hori zontal and vertical-bar images in summati on node have simlar
phase shift anplitudes but the signs are opposite.

f) There is no significant effect of the phase shift in the
hori zontal -bar images with change in filter.

g) MIF in the summation node is generally worse than in the
full-resolution node at half the summati on node spatial fre-
quency. However, the summtion node has significantly better
MIF than full-resolution node at equival ent cycles/sanple

h% The theoretical MIF cal culations tend to be slightly higher
than the neasured results for the clear, >9680 A, and green Til-
ters. Possi bl e reasons for this are addressed bel ow

The 1989 MIF val ues at Nyquist frequency are conpared with
MIF data acquired previously in 1985, 1984, and 1983 in Table
4-2. Wth the exception of the 1985 data set, the MIF appears
to inprove with each subsequent data set. A possible explanation
for the increased MIF values may have to do with refinement in
the calibration technique over the years. In the 1983 and 1984
+10° C data sets, no attenpt was made to refocus the collinmator.
In 1985, for the +8° C data set, the collimtor was focused so as
to maximze the SSI MIF response under roomtenperature anbient
condi tions. It was assunmed that this focus setting would remain
optimum even with the SSI cooled to its operating tenperature in
the thermal vacuum chanber, an assunption that does not seemto
have been valid. The 1985 data deviates obviously from the trend
of increasing MIF. In 1989 the collimtor was refocused at each
tenperature to nmaxi mze the MIF and to conpensate for thernally
i nduced focus shifts due to the thermal vacuum chanber w ndow
These values are by far the highest obtained. Accuracy in the
MIF neasurements can al so be affected by other factors in the
calibration environment, such as vibration? thus these data rep-
resent a lower limt on the resolution obtainable with the SSI.
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Table 4-2. Variations in MIF at Nyquist frequency

1983 1984 1985 1989
cl ear H 0.187 0.197 0.072 0.328
cl ear \ 00112 0.123 0.104 0.252
vi ol et H 0.261 0.251 0.138 0.518
green H 0.213 0.192 0.112 0. 380
red H 0.181 0.187 0. 090 0. 309
7270 A H 0.101 0.139 0. 094 0. 269
7450/ 7560 H 0.107 0.160 0.134 0. 264
8890 A H 0.128 0.128 0. 096 0.077
>9680 A H 0. 096 0.091 0. 058 0.129

| rages of the horizontal -bar target were obtained in 1989
for each filter in gain state 2 at tenperatures of -10° C and
+18° C, in addition to the +8° C set. This permtted a study of
temperature effects on MIF. The tenperature-dependence of MIF is
illustrated in Table 4-3. As in the 1983 calibration data, MIF
i nproves with shorter wavelength for all tenperatures studied.
In the 1983 calibration it was also observed that as the tenpera-
ture departs from nomnal, the horizontal-bar MIF decreases at
short wavel engths, and increases at |onger wavel engths. This
trend is also evident in the 1989 data at values which are |arger
than the nmeasurenent uncertainty; in fact, there are |arger per-
gent changes in the 1989 Nyqui st-frequency data than in the 1983

at a.

Table 4-3. Mdulation transfer function variability with tenpera-

ture

MIF at Nyquist freq. Percent Change  Percent Change
o -10° to +8° +8° to +18°

Filter -10 +8° +18° Ng Int. * Nyq. Int.
vi ol et 0.305 0.518 0.438 +69.84  +43.61 18.26 -12.63
green 0.316 0.381 0.382 +20.57  +10.94 +0. 26 2.02
red 0.275 0.309 0.311 +12.36 +9. 77 +0. 65 0.07
7270 A 0.262 0.269 0.241 +2 .67 0.85 11. 62 -3.31
7560 A 0.267 0.264 0.238 -1.14 +3. 22 -10. 92 -5. 34
8890 A 0.166 0.077 0.180 -215.58 -49.08 +233.77 +56.60
>9680 A 0.134 0.129 0.130 -3.88 +1. 40 +0.76  +1.41

(*) The colums labeled "Int." represent the percent change in
the integrated MIF over frequency values from 0.25 to 0.48
cycl es per sanple.
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To study the quality of resolution of the instrunent at |ow
light levels, the data also included a set of slant-bar target
i mges through the green filter at eight different exposures in
the full-resolution node and two exposures in the sunmation node,
and two full-resolution clear filter inmages in 100K gain state at
different exposure |evels. Exanpl es of the full-resolution
i mges (contrast enhanced) are shown in Figures 4-9 and 4-10.
These data show that the instrument continues to resolve at spa-
tial frequencies of at least 0.4 cycles/sanple at the |owest ex-
posure, in which the highest raw DN value in the inmage is |ess
than 16 DN (approxi mately 600 e-). This is conparable to the
spatial resolution seen in the 1985 slant bar inmages. In the
sunmation nmode (Figure 4-11) , the resolution is slightly degraded

with a maxi mum spatial resolution of 0.3 cycles/sanple in both
exposur es.

Figure 4-9. Contrast - enhanced full-resolution node i mage of the

slant-bar target in gain state 4 through the green filter
with an exposure tinme of 50 ns.
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Figure 4-10. Contrast-enhanced full-resolution node imge of the
slant-bar target in gain state 4 through the green filter
with an exposure tine of 4 1/6 ns.

Figure 4-11. Cont r ast - enhanced sunmmati on-node i mage of the
slant-bar target in gain state 4 through the green filter
with an exposure time of 4 1/6 ns.
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B. Poi nt Response Function

| mages of the point

response function target were acquired

through the clear filter at five different exposure |evels rang-

ing from approximately 1/5 of ful
I mges were taken in both the full-resolution and the 2x2 pixel

summati on nodes.

pi nhol es t hat

appr oxi mat e poi nt

well to full well. These

The target contains 14 10-micron di anmeter

sources for the SSI.

_ The nmean and standard deviation (sigma) of the DN distribu-
tion in both the line and sanple directions were calculated for

each pinhole in each imge.
sigma in the vertical

a nean val ue of 0.78 pixels. _
ranged between 0.62 and 1.03 wth a nean value of 0.86 pixels.
mean sigma in the horizontal direction was inves-

The | ar ger

tigated by plottin

the horizontal
sanpl e nunber of the pinhole imge (Figure 4-12).

S

_ ~ For the full-resolution imges, the
direction ranged between 0.63 and 0.97 wth

In the horizontal direction, sigm

gma for each pinhole vs. the

Note that the

horizontal signma value is nmeasurably smaller for sanples at 100

than it is for sanples at 240 and above.
sigma is seen in the vertical

No such variation in

direction as a function of |ine
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Figure 4-12. St andard deviation in the horizontal charge dis-

tribution of pinhole inmages vs.
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nunber . The symmetry of the point response function was inves-
tigated by conmparing a sigma cal cul ated using only pixels to the
left of (or above) the center of the response profile to one cal-
culated using only pixels to the right (or below) the center.
While no asymetry appeared in the vertical direction, the 5|?na
on the right was significantly larger than that on the left for
pi nhol es i maged ay about sanple 240 and above, as illustrated in
Figure 4-13. At sanple nunbers around 100, the horizontal sigma
ranged between 0.63 and 0.85 wth a nean value of 0.74 pixels,
showi ng good symetry with the vertical sigma. However, for
sanpl e nunbers around 240 and above, the horizontal sigma ranged
between 0.76 and 1.03 with a nmean of 1.00 pixels. These results
suggest that some type of charge transfer problemis occurring in
the serial register somewhere between sanple 100 and sanpl e 240.
The anomal ous columm 170 seen in the flat-field i mges (see Sec-
tion I11.B.6) may be the |ocation of some type of charge trap
that causes the charge distribution to be spread out in the
trailing direction as charge is transferred through that | oca-
tion.

1.2
m 0

= <SAMPLE 100
[ ]
>SAMPLE 240

SIGMA RIGHT (PIXELS)

0.6 0.7 0.8 0.9 |
sicmA LEFT (PixELS)

Figure 4-13. Hori zontal |ine spread function symetry eval ua-
tion.

Figure 4-14 shows a plot of the vertical line spread func-
tion. he fraction of the total charge in the point inmage that
is contained in each |ine and sunmed over all colums is plotted
against the position of the line relative to the center of the
charge distribution. Note that a line positioned exactly on the
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Figure 4-14. Vertical line spread function plotted on a |inear

scal e.

center of the point image will contain about 0.7 of the tota

charge in the imge. Figure 4-15 plots the sane data on a | og
scale so as to allow better visibilitg into the character of the
wi ngs of the line spread function. eyond two line wdths from
the center of the image, the signal within a |line becomes so | ow
that the neasurenent becones corrupted by background noi se.

Noi se at the +1 DN level located in the w ngs becones indistin-
gui shable from real signal; therefore, the values plotted beyond
two lines fromthe center probably represent upper Iimts to the

real line spread function. Val ues of zero cannot be plotted on
the log scale; zero values occur for lines as close as 2.8 pixels
fromthe center. An enpirical fit to the central core of the
vertical line spread function, I(y), is also plotted in Figure

4-15. The equation for this fit is
inl(y) =1In(.7) -1.5y"

Figures 4-16 and 4-17 show simlar plots for the horizontal

l'ine spread function. The differences between the horizontal
line spread function shapes for sanples bel ow col um 100 and
t hose above colum 240 are readily apparent.  Above colum 240,

the function appears asymetric, Wth its peak displaced slightly
left of the mean and with an elevated W ng response to the right
of the center. This elevated response contains roughly 1% of the
total charge indicating that sonewhere between about 500 and 2500
e of charge is bein? deferred. Zero values occur for sanples as
close as 2.7 pixels fromthe center except on the right of points
above colum 240 where zero values are never closer than 4.7
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Figure 4-17. Hori zontal |ine spread function plotted on a
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pixels fromthe center. The deferred charged nust, therefore, be
nearly all released within not nore than two additional pixel

shifts. ~Figure 4-18 shows the horizontal l|ine spread function
=
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Figure 4-18. Hori zontal [1ne spread function based only on
points bel ow sanple 100 plotted on a logarithmc scale.
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based only on points in colums below 100. The real measurenments
have been mrrored about the mean to generate a continuous curve.
This curve shows good symetry and agrees nicely with the verti-
cal line spread function.

An MIF val ue can be derived fromthe enpirical fit to the
vertical line spread function plotted in Figure 4-15. The MIF at
qui st frequency determined in this way is 0.20, which is sone-
at lower than the value of 0.33 determned for the clear filter
using the w de-bar target images and the value of 0.31 predicted
theoretically for a diffraction-limted, perfectly focused SSI
(Section IV.A). Figure 4-19 plots the theoretically predicted
SSI line spread function anng with the enPiricaIIy det er m ned
fit to the neasured line spread function. he measured function
IS somewhat W der than the theoretical prediction consistent with
t he correspondi ng | ower MIF. Since the MIFs determ ned from
wi de-bar inmages are generally consistent with the theoretica
predictions, the w der point spread function nmeasured is nost
likely due to the fact that the pinholes in the target are ap-
proaching the geometric size of a pixel.
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Figure 4-109. Conparison of theoretically predicted and neasured
line spread functions.

The measured point spread sigmas show a weak trend toward
| arger values at larger signal levels with the nean val ue in-
creasing from about 0.70 pixels at 1/5 full-well signals to about
0.84 pixels at full-well (excluding horizontal neasurenments to
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the right of center) . This effect is thought to be sinply a
result of the higher signal levels bringing nore of the pixels in
the wwngs up to the 1 DN detection threshold level rather than a
real change in the shape of the point spread function wth signa

level.  No dependence of the calculated sigmas on the exact |oca-
tion of the point image center within a pixel was seen.

For the summation-node inages, the effective pixel size

relative to the optical point imge is doubl ed. In addition, a
| ower gain state was used conpared to the same exposure |evel in
the full-resol uti on node. These effects served to nask to a

great extent the horizontal asymetry seen in the full-resolution
poi nt spread dat a. No systematic differences were observed in
the sigmas conputed in any of the four directions. The
sunmat i on- node signmas ranged between 0.25 and 0.69 with a nean
val ue of 0.48 pixels. No variation in the conputed sigma val ue
was seen with signal |evel. Fi gures 4-20 and 4-21 show plots of
the vertical line spread function in the summati on node. Zero
val ues occur for lines as close as 1.2 pixels fromthe center

Figures 4-22 and 4-23 show plots of the horizontal Iine
SEread unction in the summation node. Here evidence of the
charge deferral in the horizontal direction can be seen in the
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Fi gure 4-20. Summat i on-node vertical line spread function
plotted on a linear scale.
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slightly raised charge pedestal to the right of the center in the
distribution between pixels 1 and 2. Zero val ues occur as close
as 1.2 colums fromthe center on the left but only as close as
1.7 colums fromthe center on the right.

The | arger sunmation-node pixels result in spatially under-
sanmpling the point spread function to a significant degree. As a
result, the calculated sigma of any particular point image varies
dependi ng on where the center of the distribution falls with
respect to the center of a pixel. Figures 4-24 and 4-25 show the
dependence of the cal cul ated sigma above and bel ow (and to the
left and right of) the mean of the charge distribution as a func-
tion of the location of this mean within a pixel. Note that the
sigmas are smal |l est when the nmean is near the center of a pixel.
In the vertical direction, the sigma above the nean is | owest
when the nean lies just below the center of a pixel and the sigm
bel ow the nean is |owest when the nean |ies just above the
center. A simlar trend is seen in the horizontal direction
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Figure 4-24.  Sunmation-node vertical point spread function sig-
mas Ivs. | ocation of center of charge distribution within a
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Section V - Geonetric Distortion

Measurements of SSI geonetric distortion through 1987 were
reported on in Reference 1. Two sources of distortion were ob-
served then - optical Eincushion distortion plus a distortion
that occurred wthin the CCD due to inproper charge transfer
across the transfer gate. A change was made to the CCD cl ocki ng
schenme in 1988 in order to elimnate this inproper charge trans-

fer effect. Subsequent to this fix, geonmetric distortion
calibrations were conducted at room tenperature under ambient
conditions and in the thermal vacuum chanber environnent. The

room tenperature tests used both the large Fairchild collimator
and the portable MM collimtor while the thermal vacuum chanber
tests used only the MMM collinmator. Room tenperature inmages were
acquired through the Fairchild both with and without the SSI op-
tics cover in place while only cover-on inmages were anal yzed
t hrough the MM col | i mator. Thermal vacuum chanber |images were
acquired only with the cover off. The data set also included am
bi ent and thermal vacuum chanber franes for both clear and red
filters, normal and inverted CCD clocks, and 100K and 10K gain
st at es.

One change in the analysis technique fromthat described in
Reference 1 is that the target grid intersections are nodel ed as
a perfectly regular orthogonal array rather than using traveling
m croscope neasurenents of the target grid intersection |oca-
tions. It was determ ned that the random neasurenent errors in
the locations were |arger than any departures from perfect
regularity and were also larger than the target manufacturer’s
stated accuracy.

Tabl e 5-1 presents the rns residual geonetric distortions
and the maxi mum residual distortion for a best fit in magnifica-
tion, rotation, and offset. Note that the residuals are nuch
larger for the Fairchild collinmtor cases. This is so because
the MM col linmator, being of the same optical prescription as the
SSI tel escope, effectively cancels out the pincushion distortion
built into the SSI telescope. The Fairchild collimtor, however
allows the SSI pincushion distortion to be neasured, and this
shows up as larger geonetric distortion residuals. No sig-
nificant distortion differences are observed for different fil-
ters, CCD clock settings, or the presence of the optics cover.
The residual distortion in the Fairchild imges is consistent
wth the theoretical |evel of pincushion distortion in the SSI
optics. This distortion can be nodeled to an accuracy of about
0.01 pixel by the follow ng equation:

R- r =Ar?3
wher e R= actual imge distance fromthe center of the field
in pixels _
r . ideal |Fage di stance fromthe center of the field
in pixels

A = 6.58 x10° for the theoretical distortion
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At the corner of the frame, the distortion equals 1.19 pixels.
The linear fit to a perfectly regular grid results in the inter-
sections near the corners lying further fromthe center of the
frame than the fit would predict (by about 0.7 pixels, as seen in
Table 5-1) and the intersections mdway to the corner |ying
closer to the center of the frame than the fit would predict.

Table 5-1. Residual geonetric distortions in SSI images

rms distortion max distortion
Envi r onment Col | i mat or (pi xel's) (pi xels)
Ambi ent Fairchild 0.17 0.72
Am ent MVM 0.04 0.20
TV, 8°C MVM 0. 04 0.22

Figures 5-1 and 5-2 show the residual errors in inmage space
at each grid intersection for grid target images taken through
the Fairchild and MM col limators. The black points indicate the
grid intersections for the perfect reference grid while the white
points mark the locations of the intersections in the SSI inage
of the grid target. Di spl acenents have been exaggerated by a
factor of 10 to aid in visual interpretation of the residuals.

134




Figure 5-1. Geonetric distortion residuals (10x) using the Fair-
child collimtor showing the SSI pincushion distortion
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Figure 5-2. Geometric distortion residuals exaggerated 10x show
ing cancellation of the SSI pincushion distortion when using
the MM col | i mator.
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Section VI - Inmmge Entropy

Differential entropy is a neasure of the level of pixel-to-
pi xel DN variations within an image and is an inportant indicator
of how much the inmage data can be conpressed before information
is lost. Entropy is generally expressed in units of bits/pixel.
The SSI data conpressor is allocated an average of 3.24
bit s/ pi xel across each inmage line (i.e., 2592 bits/line). As
i mage entropy within a Iine approaches this I[imt, information
will begin to be lost in the process of data conpression. The
SSI compressor can be operated in either of two nodes, the selec-
tion of which determ nes how information is |ost when the entropy
in an imge exceeds the allocated nunber of bits/pixel. In the
“information preserving” node, the nunber of pixels that are
returned in each line is reduced if necessary, but the DN of
every returned pixel can be reconstructed perfectly. In the
“rate controlled” node, the conpressor truncates |east sig-
nificant bits (LSBs) from the pixel DN values as needed to neet
the overall bit allocation for each |ine. LSBs are truncated
over 64-pixel blocks within a |ine. Bl ocks are selected for LSB
truncation in order of their entropy with the highest entropy
bl ock being selected first. As many bl ocks have LSBs dropped as
IS necessary to neet the bit allocation for a |ine. | f neces-
sary, a given block may have nore than one LSB dropped up to a
m Xi mum of three. | f dropping 3 LSBs is not sufficient to meet
the bit allocation, pixels wll be truncated fromthe end of the
line as in the "information preserving" node.

The differential entropy in an image is produced by several

sources: instrument read noise, pixel-to-pixel sensitivity
vari ations, ADC quantization noise, signal shot noise,
radi ation-induced noi se spi kes, and scene contrast. The first
four of these entropy sources will be present in every imge, and
t he entropr they produce will represent a lower [imt for the
entropy value in any image. These lower-limt entropy val ues
have been determ ned using flat-field i mages at various signal
level s in each gain state. Figure 6-1 plots the differential
entropy vs. mean signal level neasured in these flat-field

| mages. Note that the data conpressor Iimt of 3.24 bits/pixe

Is exceeded even for flat fields for average signal |evels above
about 70 DN in the highest gain state (gain 4) and is approached
at near-full-scale signal levels in the |ower gain states. The
shape of the curves is determ ned by the dom nant source of
entropy at any given signal |evel. For | ow gain states, entroFy
is primarily due to ADC quantization noise at |ow signal |evels
and to CCD pixel-to-pixel sensitivity variations at high signal

| evel s. For gain state 4, entr%Py I's dom nated by signal shot
Poiﬁe at high signal levels and by read noise at |ow signa

evel s.

_ Figure 6-2 shows the average amount of information |oss that
w |l occur in SSI inmages as a function of the inmage entropy
| evel . The |l oss can either be in LSB truncation (in the rate-
controll ed node) as shown on the scale on the |eft of the plot or
in pixel truncation from the end of each line (in the
I nformation-preserving node) as shown on the scale on the right.
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Figure 6-1. Differential entropy in SSI flat-field inages
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Note that information |oss begins at average entropies of about
2.6 bits/pixel or greater because at this [evel sone |ines begin
to have entropi es exceeding the 3.24 bits/pixel limt. By com
paring Figure 6-1 and 6-2, one sees that information can be ex-
pected to be |ost during SSI data conpression in virtually all
I mges of extended sources in gain state 4 and for inages with
average signal |evels exceeding about 125 DN in gain 3 and 170 DN
in gain 2. Contrast in real images and the effects of radiation
noise wll further reduce these threshold DN levels for
I nformati on-preserving operation.
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